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Abstract. The identification of nonlinear systems by artificial neural networks has been successfully applied in many
applications. In this context, the radial basis function neural network (RBF-NN) is a powerful approach for nonlinear
identification. A RBF neural network has an input layer, a hidden layer and an output layer. The neurons in the hidden
layer contain Gaussian transfer functions whose outputs are inversely proportional to the distance from the center of
the neuron. In this paper, a combined approach including RBF-NN neural network with training based on genetic
algorithm (GA) and local search is presented. During the identification procedure, the GA with local search aims to
optimize the parameters of RBF-NN and the optimum values are regarded as the initial values of the RBF-NN
parameters. The validity and accuracy of identification of RBF-NN model are tested by simulations, whose results
reveal that it isfeasible to establish a good model for a nonlinear process of pH neutralization.

Keywords: genetic algorithm, nonlinear identification, radial basis function neural networks, nonlinear process, local
search, optimization.

1. INTRODUCTION

A model describes real systems in some way, angsyilentification is the theory of how mathemdticendels
for dynamical systems are constructed from obsedatd. Typically, a parameterized set of modelspoadel structure,
is hypothesized and data is used to find the bestehwithin this set according to some criterioheTchoice of model
structure is guide by prior knowledge or assumiabout the system which generated the data. Witilengdrior
knowledge is available it is common to usaack-box model.

One common assumption in system identificatiorh& the unknown system is linear. This is nevee irureal
applications, but often it is a good approximatibmear system theory is very well developed aretghexist many
results which can be applied to the obtained limeadel. One reason why system identification is Imio@rder for non-
linear models than for linear models concerns ti@oe of model structure. For non-linear modelsdl@e many more
alternatives than for linear models.

Neural network models have proven to be successfitlinear black-box model structures in many agaions
and they have attracted a growing interest in et pears. Neural networks are originally inspibgcbiologic neural
networks’ functionality that may learn complex ftinoal relations through a limited number of traigidata. Neural
networks may serve as black-box models of nonlimealtivariable dynamic systems and may be traingdguinput-
output data, observed from the system (Mcloenal., 1998; Narendra and Parthasarathy, 1990). Thel usuaal
network consists of multiple simple processing edatg, called neurons, interconnections among thedrttee weights
attributed to the interconnections. The relevambrimation of such methodology is stored in the &g (Haykin,
2000; Pei and He, 1999).

The main objective of this paper is to present ptintization approach for nonlinear identificatiosing RBF-NN
of pH neutralization process. The RBF-NN usesktmaeans clustering algorithm, and is optimized by pseuderse
and GA (Yuet al., 2004; Zhang and Baia, 2005; Zuo and Liu, 2004).

The reminder of this paper is organized as follolmssection 2, the pH neutralization process isspnéed. In
section 3, the one-step-ahead prediction for systlemtification with RBF-NN with a method trainifgased on GA
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and local search is discussed. The simulation tsesué presented in section 4. The conclusionsfande works are
discussed in section 5.

2. DESCRIPTION OF CASE STUDY

The identification case study boarded in the pagdhe nonlinear dynamic system of a pH neutrdbzain a
constant volume stirring tank. The system is aredrpent is a double-input single-output neutral@atprocess. The
input one is acid solution flow and input two i€ thase solution flow. The output is a pH of theusoh in the tank.
The sampling interval is 10 seconds and numberaofpées is 2001. The volume of the tank is 1100di&nd the
concentration of the acid solution (HAC) and baskit®on (NaOH) are 0.0032 Mol/l and 0.05 Mol/l, pestively
McAvoy et al., 1972). Fig. 1 illustrates the inputs and outpluithe neutralization process. The used databage is
DalSy: Database for the Identification of Systems (De Moor, 2009).
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Figure 1. Inputs and output of case study

3. NEURAL NETWORKS AND GENETIC ALGORITHM FOR SYSTEM IDENTIFICATION

System identification is a process that requires rtfodeler involvement (Cheat al., 1990; Ljung, 1997). The
designer must analyze which system’s variablesreleyant for the modeling, and if the chosen stmgtmodel is
adequate, otherwise, he must take the necessaigiascto solve the problem (Cassini and Aguirr@99). The
following steps may be quoted in the identificatgystem process: (i) experimentation; (ii) nonlindatection; (iii)
structure model determination; (iv) parametersestion phase; and (v) validation phase.

There are several representations for nonlinedesymodeling with chaotic behavior. In this appiica is chosen
RBF-NN. This neural network project can be seea asrve adjustment problem (function approximagpooblem) in
a high dimensionality space. For this, the RBF-MBrhing is equivalent to find a surface in a mutighsional space
that better fit the training data set, where theda for best fit is measured in statistic (Cleeal., 1990; Jang and Sun,
1993).

3.1. Radial Basis Function Neural Network
The RBF-NN is a flexible tool in dynamic environmeThey have the ability to quickly learn compjeatterns and

tendency present in data and quickly adapt to afmn8uch characteristics make them adequate tootaingeries
prediction, especially those ruled by linear preessand/or non stationary (Lo, 1998).
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The radial basis function (or activation functiarged in RBF-NN is Gaussian type as illustratedtdn (1) the
estimated output is shown in Eq. (2). Fig. 2 shtvesgeneral structure of RBF-NN.
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where:
X;: inputs vector;
¢: activation function center (Gaussian);
o;: standard deviation.

and

y(t) =D wk, 2)
i=1

where:
n: clusters quantity (neurons);
W, weights;
kn hidden layer output.
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Figure 2. General structure of RBF-NN

The clustering method used in this application thg RBF-NN for classification problems lsmeans. Its
implementation follows the following steps:
Step 1:Initialize functions centers.
Adjust the function initial centers to the firsaitning data.
Step 2:Group all data with each function center.
Each input data (xbelongs to a cluster,jwhere:

1% = ¢, IE min|x —c; | 3)
Step 3:Find each function center.
For each ¢
1
c.=— Z X 4)
J
My B

where mis the number of data of clusjer
Step 4:RepeatStep 2 until there is no more changes in each cluster.

3.2. Genetic Algorithm and Local Search
A Genetic Algorithm emulates evolutionary biolagjicheories based on Natural Selection Theory. @A ke

useful to solve optimization problems (Ribeiro-Biland Treleaven, 1994). It manipulates a populatioimdividuals,
to preserve the individuals if good genetic chamastics, which can represent more promising adathe search



ABCM Symposium Series in Mechatronics - Vol. 4 - pp.288-296
Copyright © 2010 by ABCM

space, in the optimization point of view. The basiea of the GA is to generate an initial populatiormed by a
random group of individuals which represents pdssiblutions for the problem. During the evolutipnprocess of the
GA, this population is evaluated, and for everyivitthal a parameter (named fitness) is given, otiitg its adaptation
ability for the problem. A percentage of the modagted individuals are maintained, and the othiersreated, through
the selection method. The ones which are maintdiyethe selection can have its characteristics fiemdby genetic
operators as mutation and recombination, generdtsgendents for the next generation. This prasegpeated until
a set of satisfactory solutions is found (Goldbé&®@g9).

The operation of the GA is summarized in theofelhg steps:
Step 1:Randomly generate an initial population;
Step 2:Compute and save the fitness for each individugtiéncurrent population;
Step 3:Select the best individuals;
Step 4:Genetic manipulation to create the new populatifostrings.

The main feature of the GA is that it performs abgll search for the solution in the search spadaing to
supplement this feature, a local search techniga® wsed in this work (Yun, 2006; Oh and Lee, 2002 method
chosen for the local search uses the simplex seaethod (Nelder and Mead, 1965). This is a direatch method that
does not use numerical or analytic gradients. $idadly finds the minimum of a scalar function @vsral variables,
starting at an initial estimate. A simplex is theometrical figure im dimensions consisting af+ 1 vertices (in two-
space, is a triangle; in three-space is a pyramitdg Simplex Algorithm for minimization takes suahset ofn+1
points and attempts to move them into a minimune $implex formed from the points should be non-degate, it
should have a non-zero volume.

The simplex method comprises the following steps:

Step 1:Find an initial basic feasible solution;

Step 2:Verify that the current solution is optimal. If sippping;
Step 3:Determine the non-basic variable that should dntére base;
Step 4:Determine the basic variable that is to leavebthee;

Step 5:Find a new basic feasible solution and returStep 2

In this context, the basic variables are the sotutd the problem. The simplex method has beenemehted at the
end of the genetic algorithm, refining the locared phase of the proposed methodology.

3.3 Other Aspects

The linear optimization method to making the paztars of RBF-NN linear, in this application, is thseudo-
inverse. The update of each weight for training REY using this derivation of least mean square®ddized by Eq.
(5) given by

w, = (k) ) (5)

wherey(t) is the desired output.
The performance criteria evaluated for the dynasggtem to be identified is the multiple correlaticoefficient,
R?, Eq. (6) , between real outpy(t) and the estimated outpgt) .

n ~
(i) -9 ()2
R2 =1- i=1 (6)
n o2
201 0-9)
1=
wheren is the number of measured samples of the proadpsito

When the value oR? is equal to 1.0, indicates an exact fit of the eidd the process measured data. The value of
R? between 0.9 and 1.0 is considered enough foripeetpplications, in control systems (Schaitilal., 1997).

4. SIMULATIONS AND RESULTS

In Table 1, the pH process system identificatiosults using a radial basis function neural netwasingk-means
for clustering and optimized by pseudo-inverse &# with or without Local Search concepts of ongstidead
prediction are presented. In the estimation phaaeing of RBF-NN) 1000 samples were used, anthévalidation
phase 1001 different samples were used.

For the results, were performed 10 simulationsh wdifferent numbers of centers and search methath @nd
without local search). Table 1 presents 5 simutetiasing 2 delayed inputdlyf), 2 delayed outputsNy) and the
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number of centers was simulated with 2, 3, 5, 8 HdThe Table 3 contains 5 simulations udigequal to 2Ny
equal to 2 and the number of centers was simulaitd2, 3, 5, 8 and 10. The results obtained festsimulations are
the R? (est) andR? (val) (estimation and validation phases).

On the Table 1, the best result was found in sitianab, and the Fig. 3 illustrated the real andnessted output
graphic of the pH neutralization system. And onTiable 3, the best result was found in simulatibnand the Fig. 5
illustrated the real and estimated output grapfiite figures 4 and 6 represent the sample perceat &@r best
solutions using GA without local search and GA wiibal search, respectively.

Table 1. Experimental results with different nunshef centers (input layer of RBF-NN with two deldyiaputs and
two delayed outputs) using RBF-NN with a trainingthod based on GA.

Simulation | N, | N, | Number of centers R (est) | R (val)
1 2| 2 2 0.9199 0.8843
2 2| 2 3 0.9338 0.9222
3 2| 2 5 0.9528 0.9436
4 2| 2 8 0.9603 0.9587
5 2| 2 10 0.9661 0.9593

Table 2. Gaussian centers of the best simulatiomu(ation 5).
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Ouput data of pH neutralization process
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Figure 3. Output data of pH neutralization systeith wstimated and real output (simulation 5)

Sample percentual error
1.4 T T T

1.2 —

0.8 —

error

0.6 -
0.4} B

0.2 —

OJUUL_V L_JULJMM_J\_JK L o U | st i

i
200 400 600 800 1000 1200 1400 1600 1800 2000
sample

o

Figure 4. Percent Error (simulation 5)

Table 3. Experimental results with different nunsbef centers (input layer of RBF-NN with two deldyiaputs and
two delayed outputs) using RBF-NN with a trainmgthod based on GA and local search.

Simulation | N, | N, | Number of centers R (est) | R (val)
6 2| 2 2 0.9233 0.8915
7 2| 2 3 0.9416 0.9185
8 2| 2 5 0.9626 0.9556
9 2| 2 8 0.9620 0.9545
10 2| 2 10 0.9620 0.9597




ABCM Symposium Series in Mechatronics - Vol. 4 - pp.288-296
Copyright © 2010 by ABCM

Table 4. Gaussian centers of the best simulatiomu(ation 10).

Best spreads
(simulation 10)

0.6732
0.1070
1.0044
1.2472
0.0001
0.0882
0.0207
0.2515
0.9598
0.6321

Cluster

[

O|lo|N[oO|lU[b|W|N

[E=Y
o

Ouput data of pH neutralization process

1 ﬂ (\/L T /\ T T T T T T
| q M NWW
| |
ool | | ]
T
e —— estimated output
=
= _
3ol real output |
>
o
e}
[0
N oos- ‘ -
3
£ ‘
=
2 |
c 05 | —
| U
04— i | —
| | | | | | | |
0 200 400 600 800 1000 1200 1400 1600 1800 2000

samples

Figure 5. Output data of pH neutralization systeith wstimated and real output (simulation 10)
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Figure 6. Percent Error (simulation 10)

5. CONCLUSION AND FUTURE RESEARCH

This paper demonstrated a combined approach of RBFGA and Local Search and its application in step-
ahead identification of a pH neutralization proc&3® centers of the RBF-NN are obtained bykimseans clustering
method, the weights by the pseudo-inverse lineinopation and the Gaussian spreads by GA. The GeA&gorithm
is developed and compared with or without a loeaksh.

The obtained results show that the applicatiothisf proposed methodology is viable regarditigSome aspects
must be considered on the process. Hirgteans clustering method is comparatively simple andvedl@stablish initial
conditions that can improve its performance. A disantage of this method is the need to inform tinaler of groups
(centers) that the algorithm will use. Regarding @A, it is very versatile in the methodology, ntgibhecause it has
the possibility of hybridization with other methgdlke local search. The local search is respoasifir an
improvement on performance of GA, which characteris the global search.

For future researches, a clustering method thiatirbautomatically the number of centers can weldped. Also
other optimization algorithms can be applied, sastint Colony Optimization.

Finally, is important to mention that the obtainmedults depend exclusively of the researchergesineN, andN,
values are selectegl priori and are associated with his experience. Besitlesydlues act directly on the system’s
complexity.
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