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Abstract. Highly compressible fluids constrained by solid walls undergo a rapid increase in bulk temperature Ty, due
to the propagation and reflection of pressure waves. The particular case of supercritical fluids under microgravity has
a classical thermodynamic model given by the traditional heat equation with an addition source term containing the
bulk temperature time derivative. An approximate solution for the bulk temperature generated with Dirichlet boundary
conditions, obtained when this model was first proposed, naturally includes an expression for the characteristic time of
this compressible heat transfer phenomenon, which has been called the piston effect relaxation time tpg. It is defined
as tpp = tp/(y — 1), where tp is the thermal diffusion relaxation time and ~ is the ratio between specific heats.
The approximate solution can also be used to estimate this characteristic time through Ty(tg)/Th ~ 0.99, a criteria
motivated by classical boundary-layer theory, where tg is the piston effect relaxation time estimate and Ty is the bulk
temperature steady-state. However, such a calculation yields tg/tpgr ~ 3182.1, which is more than three orders of
magnitude higher than expected. Motivated by this finding, the present paper derives the exact analytical solution for the
same thermodynamic model and extracts its characteristic times. They show that the correct piston effect relaxation time
should be tpy = tp /7 instead, which is rigorously satisfied by the exact solution when Dirichlet boundary conditions
are imposed. On the other hand, the fast thermal boundary-layer expansion responsible for the piston effect is inhibited

when heating is imposed through either Neumann or Cauchy boundary conditions, leading to tg > tpg.
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1. INTRODUCTION

All fluids are subject to an universal divergence of their thermodynamic properties near their critical points. This
phenomenon should lead to a critical slowing-down of temperature equilibration due to a diverging thermal diffusion
relaxation time tp = [?/a, where [ is a characteristic length and @ = k/(pCp) is the thermal diffusivity. The latter
vanishes near the critical point because specific heat at constant pressure C'p diverges faster than thermal conductivity k
while density p remains bounded. However, very fast temperature equilibration was still observed in enclosed samples
on ground-based experiments (Dahl and Moldover, 1972). Gravity induced buoyancy was assumed responsible for this
effect until 25 years ago, when low gravity experiments in orbiting rockets yielded similar results (Nitsche and Straub,
1987). Such a critical speeding-up was explained from a thermodynamic standpoint (Boukari et al., 1990; Onuki et al.,
1990) and using the Navier-Stokes equations (Zappoli et al., 1990) soon afterwards. It is caused by the ability of small
temperature perturbations to create severe compression in near-critical fluids, which, in turn, generates thermo-acoustic
waves. When entrapped within cavity walls, their propagation and reflection induces a rapid heating of the entire fluid,
resulting in a homogeneous increase of its bulk temperature. This phenomenon, known today as piston effect, has been
validated by theoretical, numerical and experimental studies (Zappoli, 2003; Barmatz et al., 2007; Carles, 2010).

The thermodynamic model proposed (Boukari ez al., 1990; Onuki et al., 1990) leads to the one-dimensional unsteady
heat conduction equation with a source term proportional to the bulk temperature time derivative. This source term models
the adiabatic compression mechanism responsible for the piston effect. It becomes dominant whenever v > 1, which
occurs close to the critical point. On the other hand, it vanishes in the incompressible limit, where v = 1. In order to
reproduce a then recent microgravity experiment (Nitsche and Straub, 1987), Onuki and Ferrell (1990) considered a fluid

initially at Ty and bounded by solid walls, whose temperatures were suddenly raised to 77. They used an approximate
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Fourier transformation procedure to obtain

Tb(t):TO—i—AT(l—expL]:E}erfc[”t}:E]>, €y

for the bulk temperature, where AT = T1 — Tj, tpg is the piston effect relation time defined as

tp
tpp = —2—, 2
PE -1 2

~ = Cp/Cy and Cy is the specific heat at constant volume. Although these original studies imposed steady heating at
the boundaries, they were extended towards pulsed (Ferrell and Hao, 1993) and unsteady (Garrabos et al., 1998) heating
as well. A similar solution procedure was employed in these additional studies, which also led to expression (2) for tpg.
This model was extended to include two dimensions as well as curvature effects, introduced by cylindrical container walls
(Carles et al., 2005). The authors employed Separation of Variables and Laplace transform with numerical inversion to
solve the governing equations. However, they propose expression t p = tp /72 instead of expression (2), with ¢ p based
on the cylinder diameter as characteristic length. It is interesting to note that this new expression implies tpg < tp for
~v > 1, in contradiction with v > 2 for expression (2). In fact, the latter implies that tpr > tp for 1 < v < 2, which has
not been observed in thermo-acoustic simulations and experiments under atmospheric conditions (Huang and Bau, 1997).
This is not the only contradiction associated with expression (2). Solution (1) can be used to generate an estimate ¢z for
the piston effect relaxation time ¢pg from a criterion such as Ty (¢tg)/T1 ~ 0.99, which is based on classical boundary-
layer theory (Schlichting, 1986). In doing so, one finds tg/t pr ~ 3182.1. Such a number is more than three orders of
magnitude higher than expected, indicating a serious discrepancy between expression (2) and the very same solution that
defines it, given by bulk temperature approximation (1).

In the present paper, we focus on the same thermodynamic model for the piston effect to derive its exact analytical
solution, i.e., without resorting to any approximations whatsoever. Furthermore, we utilize an eigenvalue analysis of this
solution to extract its temperature relaxation times, demonstrating that only two different characteristic times exist but
expression (2) is not among them. This discovery is generalized to several different thermal boundary conditions. The
exact solution is obtained with a generalized version (Cotta, 1993) of the classical integral transform technique (Ozisik,
1993), coupled with a standard filtering technique (Mikhailov and Ozisik, 1984) and the matrix exponential function
(Moler and Loan, 2003), where the eigenvalues are computed symbolically using Mathematica (Wolfram, 2003). This
generalized integral transform technique has been successfully used in the literature to simulate natural convection in
porous media (de B. Alves and Cotta, 2000), nonlinear convection-diffusion flows (de B. Alves et al., 2001), Rayleigh-
Benard instability in porous media (de B. Alves et al., 2002), diffusion problems in irregular domains (Sphaier and Cotta,
2002), magnetohydrodynamics flow and heat transfer (Lima et al., 2007), atmospheric pollutant dispersion (Almeida
et al., 2008), heat and mass transfer in adsorbed gas storage (Hirata et al., 2009), convective heat transfer within wavy

walls (Castelldes et al., 2010) and conjugate heat transfer using a single domain formulation (Knupp et al., 2012).
2. MATHEMATICAL MODEL

The classical thermodynamic model for unsteady compressible heat transfer in a cavity containing a supercritical fluid

under microgravity conditions is governed by a dimensionless equation for temperature in the form

aT 1\ d 1 2T
o (2) (] ) = % ®

which is subject to initial and boundary conditions

T({,O):() N *al +£1T(0,7’):£2 and al +R1T(1,T):R2 s (4)
8£ £=0 (9§ &=1
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where L1, Lo, R1 and R, are parameters that define all nine possible combinations between Dirichlet, Neumann and

Robin boundary conditions. These equations are based on dimensionless variables

&)

T=—, ng and T:(

£’{+R’{+£§R1‘>T 3 <£§+R§+£§R§>
l b

L3RI — L1 R; L3RI — L1 R;

with £3, R}, L5 and R referring to dimensional versions of their respective parameters without asterisks.

Three different sets of boundary conditions are going to be considered in the present study. They employ Dirichlet,
Neumann and Robin boundary conditions on the left wall, but temperature is prescribed at 7 on the right wall in all three
cases. Such a choice leads to Ry = 0 and R; = oco. An additional constraint is imposed in the selection of £ and L5 in

order to guarantee that all boundary condition sets analyzed lead to the same steady-state solution, given by

which leads to the three boundary condition scenarios studies here and shown in Table 1. It should be noted that they are

controlled by a single parameter named B¢ and often referred to as Biot number.

Table 1. Three left wall boundaries analyzed in the present study using T (1, 7) = O at the right wall.

Boundary Type Dirichlet Neumann Robin
Boundary Condition | T(0,7) =1 - % =1 | =% +BiT(0,7)=1+Bi
£=0 £=0
Boundary Constants | L1 =L =00 | L1 =0 & Lo =1 L1=Bi & Ly=1+Bi

3. SOLUTION PROCEDURE
3.1 Filtering

The first step towards a solution for the above system of equations is to separate steady and unsteady states (Mikhailov
and Ozisik, 1984). Although this is usually done to remove inhomogeneous boundary conditions and improve convergence

rates, it also isolates the unsteady temperature features required in the present analysis. Hence, definition

T 1) =0 +0ET) , ©)
is employed here, where the steady-state filter is given by

0(¢) = T(&00) ®)

already defined in (6). Furthermore, the particular case where £1 = R1 = 0 is excluded because steady-state © (&) either

does not exist or is not unique. Substituting relation (7) into governing equation (3) leads to

90 1\ d [! 00

— —|1—=) = 0d¢ = —— 9

or ( v) dr /o $T o ®
which governs the overall unsteady behavior 6(¢, 7) of the model problem (3). Its initial and boundary conditions are

obtained in a similar way, substituting relation (7) into the respective conditions in (4), leading to

0(£,0) =¢ -1 _® + Bif(0,7) =0 and 6(1,7)=0 , (10)
9 | e—g

noting that they are also subject to the parameter restrictions specified in section 2.
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3.2 Integral Transformation

Now, as a second step, spatial and temporal dependences of the model problem unsteady representation are separated

by proposing a solution for equation (9) and boundary conditions in (10) with the form
=Y 0i(&)bi(r) | (11)
i=1

where the basis function 1;1» (&), responsible for the spatial dependence, is provided by the eigensystem

d*y;
de?

dvpi

2 )y - _
+ ﬂz wl(f) 0 4 dé- £=0

+ Bivy;(0) = 0 and (1) =0 , (12)
which is based on the model problem itself and yields the eigenfunctions

$i(§) = sin[B; (1 = §)] (13)
and transcendental equation

B; cos[B;]+ Bisin[B;]=0 , (14)

that provides the eigenvalues, forv = 1, 2, ... , co. Since these eigenfunctions are orthogonal, the integral transformed

temperature coefficients 6;(7), responsible for the temporal dependence, can be defined according to relation

/ Pi(¢ T)dE (15)

based on the above eigensystem (Ozisik, 1993), where the norm

Bi + Bi? + j3?

2(B2+p2) (1o

1
Pi(§)? dE =
)
is used to normalize the eigenfunctions for the basis function @ZZ =;/V/Ni.
The third and final step involves the integral transformation of equation (9) to generate a system of equations that
governs the behavior of the temperature coefficients. Multiplying this equation by 1/2, integrating the result over the

dimensionless cavity length and applying transformation (15) to the time derivative term, yields

déi deb
— i 1— 7 17
= 77( ) / bil€ 852 )
where integral transform coefficient and bulk temperature
1 —cos[ 5]
i) de = * 2L ana gy /05, )de . (18)
/ 61 NL

respectively, are defined for simplicity. Integrating the r.h.s. of equation (18) by parts, applying boundary conditions in
(10) and (12), substituting the equation in (12) and then integral transform definition (15) into the result yields

_ [ & e [ _ 20
[a© 5= [ Chaenie=-p [h@oends = -500) (19)

which can be substituted into the r.h.s. of equation (17), with inverse definition (11) substituted into the non-transformed
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bulk temperature term of the same equation (Cotta, 1993), to generate
. - 1
Ai P — 4+ Bi ei(T) = 0 where Ai,j = 6i’j — 1—— N (20)
T v

fort =1, 2, ..., oo, which is subject to transformed initial condition

A;(0) = 1 " — .\ osin[B;] 1+ Bi cos[f;]
0u0) = [ (€= e de = 1+ i) L — LEBLA) on

obtained by transforming initial condition in (10), with ¢; ; representing the Kronecker delta. Two possibilities are given

in (21) for both asymptotic limits of the Biot number, Bi — 0 or Bi — oo, respectively. After solving system (20) with
initial conditions (21) for the integral transformed temperature coefficients, the exact solution is obtained by combining
them with relations (6) to (8) and (11) to generate

TET) =1-&6+> %(&)bi(r) , (22)
i=1
where its bulk value, in agreement with the definition in (18), becomes
1 1 St _
) = [ TEnde = 5+ > ndio) @3)

=1

which must be truncated. Because the eigensystem chosen in (12) belongs to the Sturm-Liouville class, the infinite
summation series solution (22) is convergent (Cotta, 1993). Hence, it can be truncated at a high enough number, named
N here, in order to guarantee a predetermined user-defined tolerance. Truncated version of system (20) and (21) is then

solved analytically with a matrix exponential (Moler and Loan, 2003) using the software Mathematica (Wolfram, 2003).

4. RESULTS AND DISCUSSION

4.1 Dimensional Analysis

It is possible to decouple the time derivatives in equations (20) by introducing the new variable set

B N

0, =Y Ri;jq . (24)
j=1

in equation (20) and multiplying the result by R~! to generate

N
dgi _
Nogs D Biga(r) =0, (25)
Jj=1
fort =1,2, ..., oo, which, based on (21), is subject to initial conditions
N —
a(0) = > R} 6;(0) , (26)

where \; and R are the eigenvalues and right eigenvector matrix of matrix A, respectively, and B is the resulting matrix
transformation of 32. It turns out R is independent of v and, hence, so is matrix B.

Equations (25) to (26) still govern the entire unsteady response of the thermodynamic model, but now through g;
instead, which is just a linear combination of all #;. Hence, the characteristic times in equations (20) and (25) are the

same. Assuming the dimensionless form chosen for temperature in (5) is correct, equation (25) explicitly shows that



Proceedings of the ENCIT 2012 14th Brazilian Congress of Thermal Sciences and Engineering
Copyright © 2012 by ABCM November 18-22, 2012, Rio de Janeiro, RJ, Brazil

7/A; is the correct dimensionless time dictating the unsteady evolution of each g;, otherwise the order of magnitude of
their respective time derivatives is not one. In other words, characteristic time scales should be ¢ \; instead of ¢ used
originally to define 7 in (5). Calculating the eigenvalues of A in (20) using Mathematica (Wolfram, 2003), one obtains

N
M=X ==y =1 and AN:1—(1—1)Zn$ : @7)

v
i=1

which means only two different characteristic time scales exist in the truncated solution whenever N > 2. Furthermore,

lim Y p? =1, (28)

so the last eigenvalue in (27) becomes A\, = 1/ for the exact solution, as shown in Figure 5 (left). Hence, the two
characteristic time scales associated with the original thermodynamic model, given by tp A;, are

4
tD and tpE = 2, (29)
Y

where the former is the well-known thermal diffusion relaxation time and, therefore, the latter must be the piston effect

relaxation time instead of (2), according to the exact solution of equations (3) to (4).
4.2 Boundary Effects

In order to analyze the effect of different thermal boundary conditions on the piston effect characteristic time, a baseline
case is established. The first case, using a Dirichlet boundary condition on the left wall to heat the fluid, is considered for
that purpose. Figure 1 (left) shows the local temperature profile at different times ¢/t pp = -y 7 for 7 = 50. The strong
thermal boundary-layer responsible for the adiabatic compression of the bulk fluid is quite clear at t/t pp < 1, and so is
the fast increase in the midpoint temperature. This latter effect is better visualized through the bulk temperature increase
with time shown in Figure 1 (right) for different v values. A curve representing the pure diffusion case, which can be
obtained by imposing v = 1, is also shown in order to illustrate the fast increase in bulk temperature as -y increases or, in

other words, as the fluid gets closer to its critical point.
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Figure 1. Local (left) and bulk (right) temperature profiles for a Dirichlet boundary condition at the left wall.

This behavior changes drastically when the left wall boundary condition is switched to a Neumann type. As shown in
Figure 2, the thermal boundary-layer expansion (left) is much weaker when compared to the previous case with prescribed
temperatures. In turn, the bulk temperature increase (right) is also severely weakened. Furthermore, an increase in ~y leads
to a reduction in piston effect relaxation time only up to v = 50. Very little change is observed beyond this value for
a simple reason. Fixing the left wall temperature gradient through a Neumann boundary condition restricts the thermal

boundary-layer expansion and, hence, restricts the bulk temperature increase caused by the piston effect.



Proceedings of the ENCIT 2012 14th Brazilian Congress of Thermal Sciences and Engineering

Copyright © 2012 by ABCM November 18-22, 2012, Rio de Janeiro, RJ, Brazil
T T,
10- 05 ———————m e mmm .
0.8F y=50 0.4F
06l 03} =
[ t/tpg = 10 [ ==
L [ _—
04 02 _—
\ [ - 2
02F - 1 0.1F _—
t —_— — D i -~ y=1
5 \3’3‘ 0.1 T S
0.0 0.2 0.4 0.6 0.8 1.0 ¢ 000 002 004 006 008 010"

Figure 2. Local (left) and bulk (right) temperature profiles for a Neumann boundary condition at the left wall.

It is possible to analyze the fluid temperature behavior within an intermediate state between the previous two presented
earlier by imposing a Robin boundary conditions at the left wall. Figure 3 shows local (left) and bulk (right) temperatures
for this boundary condition with B7 = 1. Since the left wall temperature gradient is larger in this case, a slightly stronger
bulk temperature increase can be observed. Nevertheless, it is still not as strong as the prescribed temperature case. Figure
4 shows the local (left) and bulk (right) temperature behavior for different Biot numbers, where the dashed lines represent
the prescribed temperature and heat flux limiting cases. An increase in Biot number reduces the restriction imposed by
the boundary condition to the thermal boundary layer expansion, allowing a greater bulk temperature expansion.
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Figure 3. Local (left) and bulk (right) temperature profiles for a Robin boundary condition at the left wall.
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Figure 4. Biot number effect on the local (left) and bulk (right) temperature profiles for the Robin boundary condition.

The analytical (left) and estimated (right) piston effect relaxation times from the previous simulations are shown in
Figure 5. The former (left) presents the error associated with analytical expression (29) for both B¢ = 0 and oo cases
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whereas the latter (right) presents the characteristic time it takes the bulk temperature to reach 99% of its steady-state
value for several Biot numbers, with the dashed line representing the theoretical value given by (29). Hence, theoretically

derived expression (29) represents the correct piston effect relaxation time for high Biot numbers only.
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Figure 5. Analytical and estimated piston effect relaxation time for different Biot numbers.

5. CONCLUSIONS

An analytical solution for the thermodynamic model of compressible heat transfer was derived here for the first time. It
lead to a new analytical expression for the piston effect relaxation time, which is qualitatively different from the classical
expression available in the literature. This expression was shown to be consistent with the solution it was derived from,
which is not the case with the classical expression. Furthermore, the influence of different thermal heating boundary
conditions was evaluated. It was found that higher Biot numbers reduce the thermal boundary layer expansion responsible

for the adiabatic compression that induces the piston effect, increasing the corresponding relaxation time.
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