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Abstract. In the present work, numerical simulation of heat transfer in non-boiling two-phase slug flow is developed
for horizontal pipes. Slug flow pattern is characterized by the alternate succession of two structures: an aerated liquid
slug and an elongated gas bubble, which constitute a unit cell. This concept is used by the slug tracking models in
order to develop a lagrangian model in transient regime, capable of predicting accurately the flow behavior with low
computational time. However, slug tracking models are generally developed to predict just the hydrodynamic
parameters, ignoring heat transfer. Present work couples the heat transfer governing equations with the slug tracking
model through energy balances in deformable and mobile control volumes using the Reynolds transport theorem in its
integral form. In addition, a new expression for the calculation of the two-phase heat transfer coefficient is proposed.
Numerical results are compared with data from the literature, obtaining good agreement.
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1. INTRODUCTION

The slug flow pattern occurs over a wide range of gas and liquid flow rates. It is characterized by the aternate
succession of two structures: aliquid slug and an elongated bubble, which constitute a unit cell. Each of the components
of the unit cell has its characteristics changed along the time and space. Accurate prediction of the intermittent flow
characteristics is necessary to design the facilities dealing with this type of flow. Therefore, the development of reliable
mathematical models for the simulation of slug flow has been atopic of research in the last decades.

The transient nature of slug flow can be modeled through different approaches. One of them is the slug tracking
model, which has proved to be capable of predicting accurately the intermittency of slug flow (Nydal, 1995 and
Rodrigues, 2009). A slug tracking model performs the mass and momentum balance equations in deformable control
volumes from a frame of reference moving with the unit cell. This type of model uses the integral form of the
conservation equations, therefore it considers an average value for each control volume which results in a lower
computational time.

The early works using slug tracking models just simulated the movement of the bubbles by displacing the whole
unit cell with the bubble trandationa velocity (Barnea e Taitel, 1993). Recently, Rodrigues (2009) presented a slug
tracking model that considers the expansion of the gas bubble due to gas compressibility and aerated slugs. This model
performs the balance equations for separated liquid slug, liquid film and elongated bubble resulting in two differential
equations: one from the mass and other for the momentum balance. However, Rodrigues’ slug tracking model is limited
to study the hydrodynamics of the flow, neglecting the heat transfer effects.

The study of the heat transfer in slug flow is a matter of importance as it has many industrial applications. One of
them is the oil transfer in long production lines, where the pipes are exposed to harsh external conditions. This
interaction causes heat exchanges between the two-phase mixture and the surrounding environment. As a result, the
temperature of the fluids will vary along the pipeline producing changes in the in-situ properties of the fluids like the
density and the liquid viscosity, which are directly related to the pressure drop. In addition, wax deposition or hydrates
formation can occur, as these processes depend on the thermodynamic equilibrium.

The studies of heat transfer in two-phase flow mainly concerns about the evaluation of the two-phase convective
coefficient. Some authors developed correlations without regarding the flow pattern. Shah (1981), for instance,
considered the liquid as the main contributor and a minor influence of the gas through its superficia velocity. Some
authors developed models exclusively for intermittent flow such as Hetsroni et al. (1998) and Franca et al. (2009).
Hetsroni et al. (1998) determined that the main parameters that affect heat transfer are the superficia liquid velocity, the
bubble length, the bubble trandational velocity and the frequency. Franca et al. (2008) modeled the forced convection
through a time averaging process in the unit cell. Kim and Ghajar (2006) evidenced the importance of the wetted
perimeter for the estimation of this coefficient and proposed a correlation based on a flow pattern factor.

Despite the interest that authors have shown in this matter throughout, few studies exists that evaluate heat transfer
of non-boiling slug flow through energy balance. In addition, two-phase flow heat transfer approaches are limited to
calculate the heat transfer coefficient, not considering temperature simulation. In that context, the objective of the
present work is to develop a heat transfer model using the slug tracking approach. Heat transfer governing equations are
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coupled with the Rodrigues (2009) slug tracking model in order to calculate the hydrodynamic and thermal
characteristics of the two-phase slug flow along a pipe. Present work considers the deformation of the gas bubble due to
pressure and temperature changes. Numerical simulations are performed and compared with data from the literature,
obtaining good agreement.

2. HYDRODYNAMIC MODEL

In this section, the slug tracking modd presented by Rodrigues (2009) is modified by adding the heat transfer
effects. Slug tracking model considers the bubble and liquid slug regions as separated €lements that propagates aong
the pipe. The model results in two differentia equations where the variables to be determined are: the liquid slug
velocity and the gas bubble pressure. In order to simplify, some hypotheses are assumed: the state of both phases are far
from the saturation region so liquid is incompressible and the gas is ideal, negligible forces in the gas bubble, no axia
variation of the pressure inside each bubble, liquid holdup in the dug R, s and void fraction in the film R, 5 are constant
with time.

The mathematical one-dimensional model consists on an integral analysis of the mass and momentum balance
equations, applied to each component of the unit cell. Figure 1, presents the /” unit cell, with coordinates x; e y; that
represent the front of the slug and the bubble, respectively. Also, Figure 1: shows the bubble and liquid slug length. L
and Lg;, the mean liquid velocity in the film Uy, the mean dispersed bubble velocity in the slug Ugs; and the bubble
trangational velocity Uy,
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Figure 1: Slug tracking control volumes.

Rodrigues (2009) performs separated mass balances for the slug and the bubble and then couples the resulting
equations in one that represents the mass balance for the entire unit cell. As this resulting equation just considers the
deformation of the bubble due to pressure drop, it should be modified in order to consider the temperature influence as
well. Thus, the overall mass balance for aunit cell with heat transfer iswritten as:
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In Eqg. (1) the difference between the slug velocities in two adjacent unit cells (7 and j-7) is related to the gas
compressibility of the /" gas bubble and the mass fluxes crossing the control surfaces x;.; and y;. The expansion (or
compression) occurs due to the variation of the geometric characteristics on the unit cell along the space, the pressure
decrease and the temperature variations along the time.

Momentum balance is performed in the liquid slug. The pressures obtained from this balance are evaluated on the
slug surfaces. However, Rodrigues (2009) expresses them as a function of the bubble pressures by applying balance
equations in the positions y; and x;. At position y;, pressure is constant in the slug and bubble due to the smooth shape of
the bubble front. At x;, a stationary balance shows that the pressure drop is caused by the friction and gravitation term
on theliquid film. Considering the conditions above, the momentum balance in the liquid slug is:

S.5Lg Sigalpa du
F, GBj F, Gsi1 = TLy 1,4 ~+ T+ . 1 —+g p,Senf3 (RLS/'LS/' + RLB/'+1LB/'+1) +p, RLS/‘LLS/' 7, 2

where 7, , isthe shear stressof theliquid film, S, istheliquid wetted perimeter in thefilm, 4 isthe areaof cross-

section of the pipe.
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Equations (1) and (2) constitute the coupled system of the slug tracking model formed by two differential equations. In
order to solve numericdly, the system is discretized using the semi-implicit Crank-Nicholson scheme (Patankar,
1980).For the shear stress, the Fanning friction factor is used. The discretized form of Egs. (1) and (2) become:
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where At is the time Stq), AUDS/ = (1_RLS/)UDS//RLSJ (1_RLS/ I)UDSJ I/RLS/ I APGJ pLgSen,B( RLSJLSj + RLB/+1LB/+1 )
APy 1 = 2155+ 1Lpj+100S18+1 UL+ /7D The super-indexes N and O refer to the parameters evaluated in the new and old
instant respectively.

3. HEAT TRANSFER MODEL

In order to obtain the heat transfer governing equations, energy balance is applied in the control volumes
corresponding to the unit cell, which are specified in Figure 1.. The energy balance equation in the integral form is
given by the Reynolds transport theorem and the first law of thermodynamics:

. . d . )
o-w,. = EJC(ZH-Q +e, )pd-IL+§|‘C(l +e +e, )pV, -dA (5)

where Q is the heat rate provided to the control volume, W is the energy loss due to viscous dissipation, i is the

internal energy, ¢; is the kinetic energy, e, is the potential energy, i is the specific enthalpy, ¥, the relative velocity in
the control surface and 4 the cross section area.

Some considerations must be made: viscous dissipation is negligible, kinetic energy islittle compared to the
internal energy and potentia energy is zero if the reference is aigned with the horizontal pipe. Asit isaone-
dimensional problem, the heat rate provided to the control volume is the energy exchange with the wall so that, the heat
rate can be calculated using the Newton's law of cooling.

Energy balance equations must be applied in each control volume in the unit cell: liquid slug, liquid film and
elongated bubble. It should be clarified that the dispersed bubblesin the liquid slug have the same temperature as the
liquid surround them, so it is not necessary to apply the energy equation to them. Thus, the energy balance equation is
applied to the liquid slug, obtaining:

d 0 .
G . .
hLS/ SLS/L ( wLSj LSJ ) p.A LSJ dt (uLSJLSJ )+ MLy Ly =My Ly, (6)

where ij =pLAR g\ULs — dxi/dt, m,, = pLAR.s; |Uysi — dy/dt], 3¢ isthe global heat transfer coefficient of the liquid

slug, T, is the wall temperature, 7 is the fluid mean temperature dx;/dt is the velocity of displacement of the back of the
bubble, dy/dt is the velocity of the front of the bubble. Indexes LSj, LBj and GBj refer to the slug, film and elongated
bubble of the /- unit cell respectively.

The same concept is used for the liquid film and the elongated bubble;

hLGB,SLB/L ( wLBj LB,)+h SL ( GBj TLB/) pLAR (”LB,LB,)+mL‘/ Iy —Mig-1ip, (7
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where mayj = pepd(1-Res )| Ussi — dxy/dtl, may = perA(1-Res; )|Uss; — dvy/dl.

It can be observed that Egs. (7) and (8) have one additional term in the heat rate for the liquid film and the elongated
bubble. As the liquid and the gas have different temperatures, these two phases will exchange an amount of heat in the
interface region. Energy must be conserved, so the heat gained by one phase, is lost by the other, which is why the
signals are opposite.
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If the fluids are considered asincompressible liquid and ideal gas, the specific internal energy and enthalpy can be
calculated as a function of the temperature with constants specific heats (Moran and Shappiro, 2006). Thus, it can be
written:

u, =i, =C/ T, ig = CpeTy lg = CveT; ©)

where C; is the specific heat of the liquid, Cpg is the specific heat at constant pressure and Cv; is the specific heat at
constant volume.

According to Kim and Ghgjar (2006), Deshpande et a (1998) and others, the heat transfer in two-phase flows is
influenced mainly by the liquid phase. Because of this, the equation system for the temperatures is build with the Egs.
(6) and (7) for the liquid slug and film respectively. In addition, variations of temperatures along one control volume
can not be ignored. The temperature of the slug and film are cal culated as the arithmetic mean of the temperatures at the
control surfaces:

TLS/ = (TLx/ + TLyf )/2 ; TLB/ = (TLy/' + TLx/‘—l)/z (10

For the discretization of Egs. (6) and (7), expressions in (10) are used and it is considered an implicit scheme. The

equation system is built having as its variables the temperatures 7;,; and T},;. Substituting Eq. (10) in Egs. (6) and ,

applying the discretization scheme and isolating the terms in the actual instant, it is obtained Egs. (11) and (12). The
coefficients CTF and CTS are calculated according to table.

p,AC,R,, L
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N N _7G pLAC R gLy 0
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Table 1. Coefficients in the discretization of the temperature system.

Coefficients
w ~ L ns,, Yo
CTF, , = pLACLRL,Z izLB,- -1) L, J’LBJS%LB CTF, - % o G, hw,s;jLw
! : t
v~ L hs, G
CTS, = pLACLRLZ£2LSj — ) _m.Lyj ¢ +hLSIS—;jLS, CT1sS, = %_me C, + hLSjSés‘jLSj
' t
— T2 +T°
oI, =hS,L, [ngj _%J

Egs. (11) and (12) constitute a second equation system for the temperatures. It strongly depends of the
hydrodynamic parameters which is why its solution is found after the pressure-velocity system. The calculation of the
gas temperature is performed after the solution of the temperatures system. Its solution is obtained through the
discretization of EqQ. (8)after the proper re-arrangement:

— . . ) 7o
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4. AUXILIARY RELATIONSHIPS

Velocity of the elongated and disper se bubbles

The first auxiliary relationship is used to calculate the velocity of the front of the bubble, calculated as the
trandational velocity of an elongated bubble. This velocity is described as the superposition of three effects: the mixture
velocity plus the drift velocity (Nicklin et a., 1962) affected by a wake effect coefficient 4 related to the interaction
between bubbles.
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%=UU =(co/ + /gD )(1+4) (14)
where the coefficients ¢, and ¢; can be obtained from Bendiksen (1984). According to Bendiksen (1984), the
coefficients depend of the Froude number: for Fr > 3.5: ¢, = 1.2 and ¢; = 0.0 and for Fr < 3.5: ¢, = 1.05 and ¢; = 0.54.
The wake effect coefficient is calculated through the expression # = a,.exp(-b,.Ls/D). Rodrigues (2009) proposed using
a,, =0.4 and b,, = 1.0 for horizonta pipes.

The velocity of the back of the bubbleis calculated through the mass balance in the bubble region performed by
Rodrigues (2009) and modified adding the effects of the expansion due to temperature variations.

1 dP, 1 dT.. L.R. L. ,R. dy,
X i1 GBj GBj (15)
dt RGBj - RGBj—l

Egs. (14) and (15) determine the displacement of the unit cell along the pipe at each time step. Other congtitutive
equation is needed for the velocity of the dispersed bubbles (Uss). However, as the flow is horizontal, it can be
considered that the dispersed bubbles move with the velocity of the liquid, so Ugs; = U,s; and Upg; = 0.

Heat transfer coefficient

As presented before, the duct is surrounded by an external flow. For the heat transfer coefficient, it must be
considered the external convection, the conduction in the duct thickness and the internal convection between the duct
wall and the two-phase mixture. Thus, it is used the concept of globa heat transfer coefficient, based on thermal
resistances (Incroperaet al, 2008)
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where k. is the thermal conductivity of the pipe material, D, is the externa diameter, 4, is the convective coefficient of
the external flow and 4, is the heat transfer coefficient for each component of the unit cell which is calculated as a
single-phase coefficient. According to the experimental studies of Lima (2009), the expression that better adjusts to the
one-phase flow behavior isthe Gnielinski correlation:

hy = (ﬁ,/B)(Reg,,—O-ZSLOOOZ)/Z’I’g,, % . f,=[0079-Ln(Re,)-164]" (17)
1+12.7(f,/8) " (Pr*~1) Dy

This correlation has a high dependence of the Reynolds number Re, and the Prandtl Pr, number. According to Bejan
(1995), the friction factor has considerable influence on the heat transfer coefficient, so that the explicit dependence in
the Gnielinski correlation causes a better adjustment to the experimental data. In the case of the liquid slug, the higher
turbulence occurring in this region needs to be reflected in the model, so the heat transfer coefficient /g is increased by
30% (Francaet a., 2008).

Two-phase heat transfer coefficient
For the calculation of the two-phase heat transfer coefficient, the expression is based on the mechanistic model
developed by Francaet al. (2008). The mean convective heat transfer coefficient is defined by an averaging process:

—_ J._Liq"de

TP~ oL, (18)
[ (1, -7)sdx
,LS

where ¢’ isthe heat flux provided to the unit cell.

The heat flux can be expressed as a function of the local heat transfer coefficients and the temperatures cal culated
from the energy balance. For the temperature difference between the fluid and the wall, it is considered just the liquid
phase, asit is the predominant due to its higher thermal capacity. An expression is found for the two-phase heat transfer
coefficient:
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where the numerator represents the amount of heat provided to the fluid in the unit cell and the denominator represents
the mean difference between the temperatures in the wall and in the fluid. The wall temperature can be calculated
assuming that all the heat provided to the wall is transferred to the fluid in the radial direction only:
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Mixturetemperature

The temperatures obtained from the heat transfer model represent the local temperature of each component of the
unit cell. In order to merge al these temperatures in one that represent the entire unit cell, it will be defined the mixture
temperature. Thistemperature is evaluated using the total energy in the entire unit cell:

E, =mCT, =m; C,T)s+m, C\T, +mgg CpeTos +mg, Cps T, (21)

where E,, isthetotal energy of the unit cell, 7,, isthe mixture temperature.

Eqg. (21) shows that the energy of the unit cell isthe sum of the energies of its components. Asthe gas has alow density
compared to the liquid, this phase is neglected and just the liquid phase is considered. The mass flow rates are found
through the velocitiesin each region. Therefore, the mixture temperature can be cal culated using the following

rel ationship:
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5. SOLUTION METHODOLOGY

In the previous sections, two linear equation systems were found as the result of the discretization process. The first
one is used to calculate the pressure of the bubble and the velocity of the liquid slug. The second one solves the
temperatures. These two systems will be solved in sequence for each time step.

In the case of the pressure-velocity system, a couple of two equations are written for each j unit cell according to
Egs. (3) and (4) (I <j <n). If n isthe number of unit cells inside the pipe, there would be 2n equations. That way, there
is an equation system in terms of the mean velocity in the liquid slug region U,y and the pressure inside the /* bubble
Pgg;. In the case of the temperatures system, there are also two equations for each j unit cell, but the variables are 77,
and T;,, according to Egs. (11) and (12). The set of unit cells produces two linear systems and each of them can be
written as 4.0 = B, where @ is the unknown vector and B the source term vector. 4, is a tridiagonal matrix in the
pressure-velocity system and a lower bidiagonal matrix in the temperatures system. One system is solved in each time
step.
The TDMA method is used to solve the pressure-velocity equation system. For the application of this method, two
boundary conditions must be known for the first and last cells. In the last cell (j = n), it is used the vaue Pgg,-;, which

represents the pressure at the exit. Commonly, the atmospheric pressure written as P, P, ,isused a the exit. In

GBn+1 — T atm 1
thefirst cell (j = 1), it is used the value U;s,, which represents the instantaneous velocity of the liquid in the first dug:
Urso = j1 + jg, Wherej; and j; are the superficia velocities of the liquid and gas at the entrance. For the temperature
system, which has a lower bidiagona matrix, just one boundary condition is required. Thus, it is assumed that the
temperature at the entrance is known, so T;, = T,,. A representation of the boundary conditions can be observed in
Figure 2.

In order to initialize the simulation, conditions at r=0 must be established. In the present work, it is considered that
the pipeisfull of liquid with initia velocity U, s, and the first bubble is positioned in x=0, as observed in Figure 2. The
bubble and slug lengths, the superficia velocities and the volume fractions R and R, s are considered as input values.
They are required whenever a new unit cell needs to be inserted at the pipe entrance. When the simulation starts (at
t=0), two unit cell are required from the entrance conditions. The first has its bubble nose at z = 0 and the second is
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behind the first one till outside the pipe. One time step later, the parameters of the first unit cell are updated through the
solution of the pressure-velocity system, the auxiliary relationships and the temperature system. Time steps are
increased and equation systems are solved until the first bubble is completely inside the pipe. At that moment, the
second bubble starts entering the pipe and a third unit cell from the entrance conditions is required. This third unit cell is
positioned behind the second. This procedure is repeated for every single unit cell entering the pipe. Simulation finishes
when anumber of unit cells specified by the user leaves the pipe.

The lagrangian slug tracking model presented isimplemented in an object-oriented computational program written
in FORTRAN language, using Intel Visual Fortran as compiler. In this approach, bubbles and sugs are discrete objects
which are propagated along the pipe through the governing equations. The algorithm used by the program is as follows:

1. Lecture of the input parameters. superficia velocities, fluid properties, unit cell at the entrance (L, Ls, Rga, Rys),
pressure at the exit, temperature at the entrance.
Establishment of theinitial conditions.
Solution of the pressure-velocity system for the # unit cellsinside the pipe with Egs. (3) and (4).
Calculation of velocities of the front and back of the bubble according to Egs. (14) and (15).
Solution of the temperature system using Egs. (11) and (12). Calculation of the mixture temperature and two-phase
heat transfer coefficient.

The displacement of the unit cell is calculated by: v =y +U At and xj_‘il :xf71+(dxj71/dt)At- Parameters in

agrwDd

o

the new instant turn to old.

7. Verification of entrance or exit of bubblesin the tube.

8. If the number of bubbles that |eaves the tube is more than 200, simulation finishes, otherwise steps 3 to 7 are
repeated.

LA @

: e e e e e -
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Figure 2. Representation of the boundary and initial conditions.

6. RESULTSAND DISCUSSION

The proposed model is compared with the experimenta data obtained by Lima (2009). The experiments were
carried out with an air-water hot mixture flowing in a 52-mm-1D copper pipe (54 mm-OD). The two-phase flow was
cooled by cold water which flow co-currently in the outside annulus with a known flow rate. The 6 meter-length test
section is followed by a glass window that allows flow visualization, so that, the slug and bubble length can be
measured. In this experiment, Lima (2009) measured the mixture temperature at the entrance and at the exit and the
two-phase heat transfer coefficient.

The external heat transfer coefficient 4, is estimated with the Gnielinski (1976) correlation based on the cold water
mean velocity and the hydraulic diameter of the annulus. The external temperature is calculated as the average
temperature of the external flow at the entrance and the exit of the test section. The heat transfer coefficient in the
interface h; is considered equal to the gas heat transfer coefficient 4.

As specified before, some slug flow parameters need to be known in order to start the simulation. In this test, the
superficia velocities at the entrance j; = 1.378 m/s and j; = 0.283 m/s, the bubble and slug length Lz =0.34 mand Ly =
0.82 m and the volume fractions Rgz = 0.423 and R;s = 0.97. In addition, the pressure at the exit P = 171 kPa, the
temperature at the entrance T,, = 307.7 K, the temperature of the externa flow T, = 284.85 K and the externa
coefficient s,y = 2463 w/m2K .

Figure 3 shows the temperatures behavior along the pipe from a lagrangian probe. This type of probe tracks a
determined unit-cell, and captures all its properties along its path. The thick continuous line designates the mixture
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temperature T, and the thin continuous line represents the temperature of the gas elongated bubble 75 The thick
interrupted line represents the wall temperature in contact with the liquid 7,,; and the thin interrupted line represents the
wall temperature in contact with the gas elongated bubble T,,¢5. It is noticeable the large differences between the liquid
and the gas temperatures, evidencing the existence of heat exchange between the phases in the bubble region. As the
walls are nearby the external flow, their temperatures are closer to the external temperature 7,. However, they show the
same tendency as the phases they are in contact with, but differing in a constant displacement.

310
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X 295
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Figure 3. Temperatures along the pipe extension.

It can be observed that there is a good agreement between the simulated and the experimental value for the mixture
temperature, evidencing the consistence of the model. As expected, the liquid phase shows lower variations compared
to the temperature of the elongated bubble due to its higher specific heat. Thus, the exponentia trend of the constant
temperature distributions is more evident in the gas.

The distribution for the mixture temperature along the pipe in Figure 4A presents some oscillations. These
oscillations are product of the spatia resolution of the sug tracking model, as the control volumes used are in the
integral form. In spite of the oscillations, the results show the same tendency as the experimental values.

Figure 4 shows some parameters of slug flow aong the pipe from the lagrangian probe. The two-phase heat transfer
coefficient /7, can be evaluated at any position of the pipe through Eg. (19). In Figure 4a, this value is compared to the
experimenta reported by Lima (2009) and considering the error (21%), the agreement obtained is good. It can be
observed that despite the temperature variation along the pipe, the heat transfer coefficient is not affected significantly,
so it can be considered an average value for the whole simulation.
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Figure 4. Parameters along the pipe.

As observed in Eq. (1) and (15), the heat transfer and the temperature variations affect the hydrodynamic
parameters. Figure 4b-c are presented to evidence that the model represents correctly the effects of the gas expansion
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due to temperature variations in an ideal gas. The thick line designates the results with the heat transfer term and the
thin line presents the same results when heat transfer terms are omitted.

Figure 4b shows the evolution of the bubble length along the pipe extension. Omitting the heat transfer terms causes
the bubble to expand due to pressure drop which is clearly represented in the thin line. When heat transfer is considered,
there is a conflict because the bubble will expand due to pressure drop but it will also compress because of the cooling.
In Figure 4b it is shown that in spite of the temperature variation being little, it has a bigger impact than the pressure.
However, as the temperature gradient declines far from the entrance (Figure 3), the expansion due to pressure is
compensated with the compression due to temperature, maintaining a constant length near the exit.

Figure 4c presents the translational velocity of the elongated bubble U; along its path in the pipe. As observed in
Eq.(14), the Ur velocity depends of the mixture velocity, which also varies with the expansion of the bubble, as the
superficial velocity of the gas j; depends of the occupied volume. Just as the bubble length, the translational velocity
suffers alittle decline due to the compression caused by cooling.

Lima presented 24 more tests with different combinations of air-water superficia velocities where the two-phase
heat transfer coefficient was calculated through the temperatures measured. Liquid superficial velocities are ranged
from 0.579 to 1.380 m/s and gas superficia velocities are ranged from 0.217 to 0.795 m/s. For this set of experiments,
there were no data for the entrance unit-cell (Lg, Ls, Rgs and R;s), SO these parameters had to be estimated. It was used
the methodology proposed by Perea (2011) where the unit cell was generated through the Taitel and Barnea (1990)
model.
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Figure 5. Two-phase heat transfer coefficient for the Lima (2009) experiments.

Figure 5a shows the comparisons between model predictions and experimental measurements of the two-phase heat
transfer coefficients for the 25 experiments. It can be observed that the predicted values agree with the experimenta
measurements quite well. Most of the data points are located inside the £30% error band, observing that the model tends
to underestimate. However, as the experimental measurements have an average experimental error of 20%, a prediction
with 30% error band is quite good. The discordance may have been caused by the overestimation of the bubble length,
asit was calculated. As observed in Eq.(19), the /7 is weighted with the film (or bubble) and lug lengths. Astheliquid
film has lower velocity then the slug, its /; 3 will be smaller, so an oversized bubble will reduce the real value of /;p.

Figure 5b compares the results for the predicted A7 with other correlations on the literature. The Shah (1981)
correlation shows good agreement with the mechanistic model with a 15% of error range. However, this correlation
considers neither the flow pattern nor the effective wet perimeter, as it only depends on the superficial velocities, so
probably it does not reproduce heat transfer entirely.

The proposed model shows an excellent agreement with the Kim and Ghajar (2006) correlation, with a 10% error
range. This correlation is apparently independent of the flow pattern; however, it considersit through the introduction of
a flow pattern factor. This flow pattern factor quantifies the effective wet perimeter through an approximate volume
fraction. Asthe model proposed depends of the bubble and slug lengths, the agreement with the correlation is good.

For the Franca et a. (2008) correlation, good agreement is found, as al the calculated data are confined in the £20%
error band. Thisfact is based on the similarity that the expression (19) has with the one that comes from the mechanistic
model of Franca et al. (2008). However, differences are evident as Eq. (19) considers the temperature difference
between the fluid and the wall. Franga et al. (2008) regards this temperature difference as constant for both fluids,
however, as shown in Figure 3 this differenceis not uniform due to the higher thermal capacity of theliquid.
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7. CONCLUSIONS

Numerical simulation of non-boiling heat transfer in two-phase slug flow was presented. The slug tracking model
presented by Rodrigues (2009) was modified to consider the gas compressibility due to pressure and temperature
variations. Then, energy balance in unsteady regime was performed to obtain a model function of the temperatures. The
governing equations of the heat transfer were coupled with the slug tracking model and discretized properly. As aresult
of the discretization, two eguation systems are obtained: one from the slug tracking model that solves the slug velocity
and the bubble pressure, and one from the energy balance that solves the temperatures.

Simulations results show that the model captures the temperature intermittency of the flow. It is evidenced that the
temperature of the liquid has noticeable differences with the gas, which is why the heat exchanged between the two
phases in the interface should not be neglected. Temperature variation affects two slug flow parameters mainly: the
bubble length and the translational velocity, both variations caused by the gas compressibility. The expression proposed
for the two-phase heat transfer coefficient presented good agreement with the experimental data, athough it tends to
underestimate it. Agreement with correlations from the literature is even better.
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