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Abstract. Several numerical schemes have been proposed in the literature to deal with convection phenomena, but all
of them present some spurious dispersion and/or diffusion. These spurious effects can in principle be made as small
as desired, but at the price of increasing the computational stencil and the computational cost. Usually, wave number
technique is the method of choice to analyze numerical errors and to help design better schemes. This analysis is however
restricted to a certain interval in time, and the calculated error is therefore cummulative. This paper main objectives
are two fold: 1) to discuss the main weaknesses of traditional wave number analysis and how this have hampered the
development of more accurate schemes; 2) to propose a better strategy for error assessment that will ultimately lead to the
development of a new family of numerical schemes that can provide a significant increase in accuracy when dealing with
the convection phenomena. The general framework for the development of better schemes is presented and the impact on
key areas of computational physics, like aero-acoustics, turbulence modeling and multiphase flows, is discussed.
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1. INTRODUCTION

Convective transport is present in many physical phenomena involving fluids. Its numerical simulation has been one of
the key challenges in Computational Physics and the subject of many investigations since the earlier days of Computational
Fluid Dynamics (CFD) (van Leer, 1969, 1980; Lomax, 1976; Patankar, 1980).

The importance of accurately representing a convective transport in a discrete space, which can be programmed in a
digital computer, cannot be over emphasized, as several aspects of flow simulation depend directly on this (Drikakis and
Rider, 2005; Drikakis, 2003; Hahn and Drikakis, 2005; Leschziner and Drikakis, 2002).

The errors involved in the discrete representation of a convective transport equation can assume different forms. Wave
number analysis (Lomax et al., 2001) has been accepted as the most helpful way to not only understand the source of
errors, but also to guide the design of new schemes based on target characteristics. It basically maps the convected
variables and the discretized operators that prescribe their time evolution to the Fourier space, where, for each wave
number, a complex amplification factor is found. This amplification factor corresponds to the transformation experienced
by the convected quantity from one time step to the next, and should ideally match the analytic one, for all wave numbers,
in both phase and amplitude. Errors in the phase are related to a spurious dispersive behavior, as generally different wave
numbers will have different propagation speeds (convective speeds). Errors in the amplitude generally tend to damp the
original wave forms and are associated with a diffusive behavior.

In the framework of Finite Difference Method (FDM)' in uniformly spaced mesh, it can be mathematically shown that
unbiased centered schemes have zero diffusion. However, no matter how many points we choose to include in the stencil,
there will always be some dispersive error. On the other hand, numerical schemes with some bias towards upwind, of
which the famous first order upwind (Courant et al., 1952; Patankar, 1980) is a representative, invariably present spurious
dissipation which damps the original wave form. It happens that with damping comes stabilization properties, and it is
difficult to guarantee solution convergence without at least some level of dissipation, be it from upwind spurious effects
or from some artificial viscosity explicitly added to the equations.

An endless debate among CFD practitioners is the one about how much upwinding, if any at all, must be used in a
particular simulation. Throughout the history of CFD, the community has been trying to diminish the amount of upwinding
to just the enough to guarantee meaningful solutions. Nowadays, the original “first order upwind” (UW1) is relegated
to lesser roles, like that of quickly finding initial solutions, before switching to a more precise scheme and starting the
definitive simulation.

As controversial as it might appear, we will show later on that the first order upwind is not the real responsible for
the undesirable damping, and that it is actually possible to construct a scheme based on the same ideas — piecewise linear
interpolation and approximation of first derivative by taking the difference between the point and its upwind neighbor — in
a way that the resulting solution for the discrete system exactly matches the analytic one, with zero dissipation and zero
dispersion.

The first and simplest problem where spurious effects can spoil the solution is the scalar convection. Let ¢ = ¢(t, x)

I'Throughout this paper, FDM was chosen to make the discussion clearer, although the ideas here presented may be transferred to other methods.
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be a function representing the quantity to be convected, and for the sake of simplicity, let us consider the one dimension,
linear, convective transport of ¢, described by the following Partial Differential Equation (PDE):
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where u is the flow velocity convecting ¢. We shall initially assume v as a uniform and constant field in the following
discussion.

In this case, the solution is simply ¢(t,2) = ¢o(x — ut), where ¢o(x) = ¢(0, ) is the initial wave form. Figure 1
illustrates an initial cosine wave and its convected version, 0.25 seconds later in a uniform velocity field with u = 1m/s.

— initial field ---- convected field

0 1 2 3
x

Figure 1. Convection of a cosine scalar field

The spatial derivative term in Eq. 1 can be discretized at the mesh sampling points x;, in a traditional manner, as
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Here, the spatial derivative of ¢ is approximated at points ; with a weighted sum of IV, neighbor values from each side,
pondered by the corresponding coefficients, a,,. For the sake of simplicity, it is assumed that the sampling points are
regularly distributed, z; = jAx, with Az being the constant mesh spacing and j an integer number.
The spatially discretized version of Eq. 1 thus read:
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Defining the spatial Fourier transform of ¢ (¢, ) as

1 oo
O(t, k) = 2—/ o(t, x) exp{—ikx}dx, ()
7T —0o0
and its inverse, as
o(t,x) = / O(t, k) exp{ika}dk, 5)
we can apply the transform to both sides of Eq. 1, yielding:
0P
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where @ is the Fourier transform of ¢, i = /—1 is the pure imaginary number, and ¥ = 27/) is the wave number
associated with the wavelength .
The spatially discretized version of Eq. 3, however, yields a different Fourier transform:
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Comparing Eq. 6 and Eq. 7 it is clear that the discretized version has a different (or modified) wave number, k, which
can be written as:

. N,
— 1 .
k= s _z: an exp{inkAz} =0. (8)
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By adjusting or optimizing the coefficients a,, researchers have tailored the numerical schemes to their specific appli-
cations. However, some compromising is always needed in either performance or accuracy (Tam, 2004, 1995; Tam and
Webb, 1993; Zhanxin et al., 2009; Hu et al., 1996; van Leer, 1986).

For instance, there are many situations in which the scalar ¢ is a physical quantity that cannot assume negative values,
like when it represents temperature, specific mass, or turbulent kinetic energy. In those cases one might choose to sacrifice
accuracy in capturing the right amount of damping (or lack of it) in order to guarantee that the solution is inside the phys-
ically acceptable limits (boundness property) Roe (1986, 1989); van Leer (1980). Very often, however, this compromise
jeopardize the simulation, unless an extremely refined mesh is employed, which is not always possible.

That is exactly the case of several Reynolds Average Navier Stokes (RANS) models, where a transport equation for
the kinetic energy is derived and its solution field is used to calculate the turbulent viscosity. If the kinetic energy becomes
negative — as it probably will if unbounded schemes like central differences (CD) are used — the turbulent viscosity will
also do so, and the solution will blow up. On the other hand too much dissipation damps the solution and can even become
more significant than the physical modeling itself.

In turbulence numerical simulations the non-linearity in the Navier-Stokes equation is responsible for altering the
wavelength of the structures, in accordance to the well-known direct energy cascade. Because not all wavelengths can
be represented by the mesh, some of the structures are expected to gradually disappear, as their energy is transfered to
unresolved modes. The problem with traditional numerical schemes is that they suffer a deterioration in performance as
the mesh cut-off is approached, which affects the energy transfer rate even in smoother structures living in a resolved part
of the spectrum. This weakness has triggered the development of physical subgrid models, as no numerical scheme until
now could correctly represent the transfer of energy to unresolved modes without being too dissipative. In this paper we
show that this limitation was actually related to the way the numerical schemes have been developed — in particular, to the
error analysis tool used to understand and optimize them. Once we adopt a more physically driven approach, it becomes
possible to develop numerical schemes that correctly predict the transfer of energy among modes without any spurious
dissipation. If this is achieved, no physical modeling (or any other form of artificial dissipation) should be needed for the
direct energy cascade, since the transfer of energy to unresolved structures would be exactly captured, meaning this part
of the energy would naturally disappear.

In computational aeroacoustics (CAA) it is very important to accurately capture the amplitude and phase of the velocity
and pressure fluctuations (Tam et al., 1993), as these will be the sources of sound. The delicate interference pattern and
its sensitiveness to small errors (specially in phase) makes predicting the far field sound an extremely challenging task. A
review of the main challenges, achievements and methods in aeroacoustics can be found in Tam (2004, 1995); Colonius
and Lele (2004); Tam (2006); Kurbatskii and Mankbadi (2004).

An accurate numerical scheme is so important in this case that high order schemes using a fifteen points stencil in space
and a 4th or 6th order Range-Kutta in time are often recommended (Allampalli et al., 2009; Zhanxin et al., 2009; Tam
and Webb, 1993; Hu et al., 1996). These schemes are generally tailored to provide the desired characteristics, which is
normally done by adjusting the coefficients a,, in Eq. 8 as well as the time discretization ones. An example of such scheme
is the Dispertion Relation Preserving (DRP) (Tam and Webb, 1993; Bogey and Bailly, 2004). To avoid the appearance of
spurious oscillations at the mesh cut-off frequency, a spatial filtering is often employed (Kurbatskii and Mankbadi, 2004)
as an alternative to the use of an artificial selective damping (which can be provided either by an explicit term or by some
embedded upwind bias, built in the algorithm).

It may at first seem impossible to develop a low order scheme that provides that level of accuracy required in CAA,
but as we will show later on, a special first order upwind can be accurate to machine precision for uniform field, linear
convective equations.

2. ERROR ANALYSIS

Wave number analysis is a very helpful tool in understanding the source of errors in discretization schemes and in
designing improved versions. The analysis is done by taking an initial waveform at time ¢(, decomposing it in Fourier
modes, and, for each of these modes, examining the corresponding discretized solution at the next time stepz, (to + Ab).
A combination of Lagrange and Fourier transform is normally used to analyze schemes when time is discretized (Tam,
1995, 2004), while Fourier transform alone is enough when time is treated continuously. An amplification factor in terms
of amplitude and phase is given as the output, allowing us to understand the nature of the error for different wavelenghts,
A

However, it is clear that this analysis is restricted to an interval (¢g, %o + At) and does not take into account what
happened before. Therefore, the predicted error is cumulative, and the numerical schemes developed based on it are
deemed to be unable to capture features like the disappearance/reappearance of energy, as mentioned previously — once
the solution is spoiled (damped, for instance), it will never recover the original form.

In this section we will explore other possibilities regarding the way the error of a certain numerical simulation is mea-

2If time is not discretized, but treated as a continuous differential, the analysis is still restricted to a local vicinity of ¢, sufficing to make At — 0.
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sured. The flowchart in Fig. 2 shows that there are several ways to obtain results for a convective transport, ranging from
a purely analytical to a discrete solution. The convention used in this flowchart was the following: arrows with solid lines
represent exact steps, such as solving a discretized system of equations (solving Az = b in matrix form), or finding the
analytical solution of a Partial Differential Equation (PDE); arrows with dashed lines correspond to operations involving
sampling at the mesh points followed or not by some kind of reconstruction (with a piecewise linear interpolation, for
instance); arrows with dotted lines corresponds to some kind of modes decomposition, which in this paper will be the
Fourier spectral decomposition. The six different results that can be obtained by the possible combinations of these oper-
ations are horizontally aligned, according to their compatibility. For instance, “Result 1”” and “Result 2” can be compared
to generate an error that will allow us to access how good one scheme is, based on the metric just defined. Results 3, 5
and 6 can also be compared, but Result 3 and Result 2 cannot, as they are incompatible.
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Figure 2. Different approaches for error analysis.

Referring to Fig. 2, the initial wave form can be applied to the PDE that exactly describes a convection phenomena.
Solving this PDE yields “Result 0, which is the analytical solution, in the continuous form. The PDE could also be
decomposed into Fourier modes and solved, generating the “Result 17, which gives the analytical expression for the
amplification factor, for each wave number. “Result 1” is therefore the analytical solution in spectral space.

Each Fourier mode of an arbitrary initial wave form can be applied to the numerical discretization, resulting in a
closed form expression (“Result 2”) for an effective wave number, k. In classical wave number analysis, this effective
wave number provided by “Result 2” is compared to the exact one, obtained from the Fourier transform of the PDE
(“Result 17).

“Result 3” is obtained after sampling the analytical solution (“Result 0”) at the mesh points. This last operation will
allow its comparison with other discrete results.

The initial wave form can also be immediately sampled at the mesh points and then reconstructed to a new continuous
form. This reconstruction may involve piecewise linear interpolation for instance, or a more complex operation, like fil-
tering. The new continuous form (reconstructed from the mesh-sampled data) can be fed to the original PDE representing
the convective transport, which in turn has an analytical solution, labeled as “Result 4”. To allow comparison to other
discrete results, “Result 4” can be mesh-sampled and reconstructed if needed, yielding “Result 5”.

The traditional discrete solution in physical space, “Result 67, is obtained by first sampling the initial wave form, and
then applying it to the set of equations representing the convection transport in discretized form. Some reconstruction —
like Taylor series — will be needed to approximate the spatial derivatives in these discretized equations. The exact solution
of this discrete system is the numerical simulation result, labeled “Result 6”.

One could then think about at least three different possibilities to study the error involved in the process of discretiza-
tion:

1. Decompose the initial form into Fourier modes and apply the discretization to each of these modes, comparing
the result to the Fourier modes of the final analytical solution. This is the classical wave number analysis and the
correspondingly calculated error, which is the norm of the difference between “Result 2” and “Result 17, will be
referred to as the “WN error”.

2. The numerical simulation result (“Result 6”") could be compared to a mesh-sampled version of the analytical solution
(“Result 3”), instead of the pure analytical solution (“Result 0”). The corresponding error will be referred to as the
“SAC error”, standing for “Sampled Analytical Convection error”, or the error when comparing against the Sampled
analytical solution for the convection PDE.
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3. Sample the initial quantity at the mesh points; reconstruct a continuous form and forget about the initial field; find an
analytical solution (“Result 4”) for the continuous convection equation, taking this reconstructed form as the initial
condition; compare a sampled version (“Result 5) of “Result 4” to the discrete solution (“Result 6””). The error
calculated this way will be referred to as the “RAC error”, standing for “Reconstructed Analytically Convected”, or
the error when comparing against the analytical convection of a reconstructed initial field.

Each of these error definitions has its advantages and disadvantages. In the traditional wave number analysis, for
instance, a closed expression for the “WN error” can be found for every spatial mode, which means that a single analysis
(normally represented by a “k x k” graph) covers all possible initial wave forms. But as mentioned before, this analysis
is restricted to a single time step, which means the error is cumulative over several of these intervals, and once the wave
form is deformed, it will never recover its initial shape. This is usually the case, as it is not possible to achieve zero error
at every wave number.

The “SAC” and “RAC” error analysis, on the other hand, has to be performed for a bunch of initial wave forms. This
is because, at least for more general and complex numerical schemes, one cannot find a closed expression for the error as
a function of the modal wave number. However, their advantage lies in the fact that the error is non-cumulative, as it is
the measure of the difference between the analytical solution for the initially mesh-sampled wave form and the numerical
solution, at any future times, independent of what happened at intermediate times. In this sense, zero error means that
snapshots in future times (travelled distances being a multiple of Ax) will always match the analytical solution, no matter
how far the convected distance was. Parameters like group velocity and amplitude will be exactly captured if the calculated
erTor is zero.

Most optimizations of numerical schemes are performed by taking the error — generally the “WN error” — as the
objective function to be minimized. Until now, the development of better numerical schemes were severely limited by
this particular choice. An optimization based on “SAC” or “RAC” errors will lead to schemes more aligned with the
convection physics.

To illustrate this, let us consider an arbitrary wave form, shown in Fig. 3, and its evolution according to a linear
convective equation (Eq. 1), for uniform flow field, v = 1m/s. The snapshots correspond to the wave forms at ¢ = 0,
0.5 and 1 seconds. The mesh acts as a sampling device that cannot read what is happening between two adjacent points,
separated by Az = 1 from each other. The initial wave form was purposely defined as an essentially pure cosine with
some high frequency disturbance located between two mesh points, in such a way that it will be initially missed by the
mesh.

[0}

—— initial wave O sampled initial wave
-- waveatt=05sec A sampled wave at t = 0.5 sec
- waveat ¢ =1sec ¢ sampled wave at t = 1 sec

Figure 3. Convection of a scalar field and mesh-sampling.

In Fig. 3, the continuous, dashed, and dotted lines correspond to the analytical solutions — “Result 0” of the flowchart
of Fig. 2—att = 0,t = 0.5 and t = 1, respectively. The symbols “[1”, “A”, and “{” represent the mesh-sampled wave
form at the same instants of time, corresponding to “Result 3” of the flowchart.

In the particular case of the convection shown in Fig. 3, it is clear that mesh-sampling the final analytical solution
— “Result 3” of the flowchart — yields a severely damped wave form at t = 0.5 seconds (A symbol). This is the best
this particular mesh could have done, even if a perfect numerical scheme was used. Clearly, if we choose to perform a
rigorous wave number analysis, a lot of modes composing the complex oscillations in between nodes would have been
missed even before the wave has travelled any distance. But if we take this approach (based on “Result 3”) to define the
error, we will be evaluating how far our discretized solution is from the result of the sampling applied to the analytical
solution. Notice that, when the convected distance (u t) is a multiple of Ax, the original sampled wave form is recovered
(¢ symbol), which shows that this error definition is not misleading at all.

This would not be the case if classical analysis was used instead: in Fig 3, the “WN error” for ¢ = 1 would not be zero,
even though the discretized solution exactly matches the sampled analytical solution. Actually, even for ¢ = 0, before
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any convection traveling is simulated, the traditional analysis already accuses the discrepancies due to the impossibility
of capturing the high speed oscillations that happens between mesh nodes “0” and “1”. One of the main contributions
of this paper is to question this and to propose alternatives more aligned to the physical aspect of the transport. For this
purpose, it must be now clear that one needs to distinguish the errors due to the reconstruction from the errors due to the
transport simulation itself. Any optimization based on the error calculated by traditional wave number analysis will try
to compensate for the missing modes, which in turn will spoil the solution at the mesh points. Therefore, if one tries to
optimize the scheme by adjusting its coefficients relying entirely on classical analysis, chances are that the discretized
solution becomes even farther apart from the sampled analytical solution (“Result 5).

Figure 4 illustrates the application of the continuous transport equation to a sampled and reconstructed version of the
same initial field, corresponding to the set of operations leading to “Results 4 and, after a new sampling, “Result 5 in
the flowchart. The continuous line represents the initial field, while the the square symbols with their connecting dotted
lines represent its sampled and reconstructed version, when a piecewise linear interpolation is used. The “A” and “{”
symbols with their respective connecting lines corresponds to the “Result 5 of the flowchart at £ = 0.5 and ¢ = 1.

X
—— initial wave A sampled wave convected to t = 0.5 sec
O sampled initial wave { sampled wave convected to t = 1 sec

Figure 4. Convection of a reconstructed initial field.

Notice there is a subtle difference in the results of Fig. 3 and 4, for ¢t = 0.5 at z = 1 (“A” symbol). This is due to the
irreversible lost of information when the initial wave form is replaced by its sampled-reconstructed version. The original
field disturbance observed from x = 0.3 to x = 0.7 (in between nodes 0 and 1) in Fig. 3 are completely lost after the
piecewise linear reconstruction shown in Fig. 4, and can never be recovered again. Att¢ = 1, however, both methods
give exactly the same result. In fact, since the waves were initially coincident at the mesh nodes, the difference between
“Result 3” and “Result 5” will be zero whenever the convected distance is a multiple of the mesh spacing Az.

The rationale behind “SAC” and “RAC” error assessment is that one must accept that the mesh cannot exactly capture
the complete Fourier modes of the analytical solution. By targeting the discretized versions of the analytical solution or
the analytical solution of a discretized initial field, we are avoiding the inclusion of aliasing errors in our analysis, which is
know to be a source of problems. In order words, separating the initial reconstruction error from the convection transport
simulation errors allows one to accept the former and focus on the latter, which gives new perspectives in numerical
simulation, as it will be shown later.

3. TOWARDS NON-DISSIPATIVE AND NON-DISPERSIVE SCHEMES

Once traditional wave number is substituted by a more physically driven one (“RAC” or “SAC”), some key observa-
tions about the simple linear convection of a wave form in a uniform field will set the foundations for the development of
better schemes.

Referring again to Fig 1 or Fig. 4, it is clear that, as the wave is convected one time step (moves to the right), the
spatial derivative at the mesh nodes must change from an initial value (equal to zero in this case) to some positive or
negative value, depending on the location of the mesh node. That would be the expected result from analytical solution.
On the other hand, if one takes a central differences discretization of this initial wave form, the term d¢/dx would be
zero everywhere, which means, according to Eq. 1 (or Eq. 3), that no changes in ¢ will be noticed. While the literature
recommends that upwinding should be completely avoided or kept to minimum levels, it is evident that some amount
of bias in the discretization is needed to capture the physics of convection. It is not just a question of stability, which
is indeed improved by upwinding, but more importantly, it seems that, without some form of upwind bias, an essential
physical aspect of convection would be missed.

Observing the evolution of the wave form, in successive time steps, it is also clear that the spatial derivative to be used
in the discretized equation should not be based on simple operations with node values. In Fig. 4, for instance, the spatial
derivatives calculated at ¢ = 0.5 would always be zero, no matter how large the computational stencil (N, in Eq. 2) is.
The dotted line at this time clearly suggests that the derivative should be 9¢/dx = 2 for even nodes and d¢/dz = —2 for
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odd nodes.

Furthermore, taking the analytical convection of the piecewise linear reconstructed field (dotted lines in Fig. 4), one
can notice that the spatial derivatives should be constant until the wave form has travelled one mesh space (Az). Right
after that, the derivative should change its value to become constant again, until the wave has travelled yet another mesh
space — in this particular case shown in the same figure, the derivatives should change their sign. Of course, the fact that
the derivative should be kept constant over periods of time and only seldom updated has to do with the piecewise linear
reconstruction. Had a different reconstruction been chosen, like a high order polynomial, the derivative would have to be
constantly changing, following the shape of the reconstructed wave.

All the points made above suggest that the spatial derivative should be an independent field, evolving according to its
own transport equation. In the case of the Eq. 1, the spatial derivative transport equation is:

%—?—&—u%—k%G:O;withG:%. 9)

In the complete space of functions, Eq. 9 is redundant as it is derived from Eq. 1 — satisfying the latter automatically
implies satisfying the former. However, in a truncated discrete environment, this is not the case, and Eq. 9 provides
complementary information to the convective transport of ¢. This (solving for an independent equation for the derivative)
was the key missing link, absent in all previous numerical schemes of the literature.

To isolate the influences of the second and third terms in the left hand side of Eq. 9, we note that the third term becomes
zero in a uniform flow field, while the second term becomes zero when ¢ is linear (G is constant).

The second term on the left hand side of Eq. 9 is the convection of G and accounts for the change in the spatial
derivative (G) due to the shape of the reconstructed function, upon convection. This term alone has the ability to bring
upwind information even if unbiased schemes are used in all spatial derivatives.

In a possible implementation of this new family of schemes based on a separate equation for the derivative G, a
piecewise linear interpolation reconstructs the field between mesh nodes, taking as inputs the value of the primitive
variable ¢ and of its derivative GG. The evolution equation for G, when this particular reconstruction is used, will include
an update step, for which first order upwind was used to evaluate G whenever required.

4. NUMERICAL EXPERIMENTS

In this section, preliminary results from two numerical experiments are presented in order to confirm the good proper-
ties expected from the new proposal.

In the first test, a simple linear convection in an uniform flow field is used to check if the new scheme has any spurious
error. In the second test, a non-uniform field convection checks the new scheme capability of dealing with changes of
wave lengths and the related transfer of energy towards unresolved modes.

4.1 Uniform field

For uniform convective velocity, the analytical solution for Eq. 1 is simply ¢(t,z) = ¢(0,z — ut), meaning that the
initial shape should be preserved as the wave travels by convection. Thus, for a convective distance multiple of the domain
length, one expects the new field to be exactly coincident with the initial one, as the boundaries are linked as periodic.

Without lost of generality, the velocity is taken as u = 1m/s. The Courant number, = uAt/Ax is the only
parameter in the non-dimensional version of Eq. 1, and can be varied through changes in the time step, At.

A modulated Gaussian is taken as the initial field, and is obtained by multiplying a smooth bell-shaped waveform by
cos(kex), with k. = 27 /A, yielding:

¢ = cos(kex) exp l log(2.0) [(”LT‘TO)] ] . (10)

The modulation operation (multiplication by the cos(k.x)) corresponds, in Fourier space, to a shift of the spectrum
content, that will now be centered around k.. A critical condition for all traditional schemes happens when A, gets close
to 2Az. This initial wave resembles that of an amplitude modulated sound packet, whose carrier wave length is A..
One of the biggest challenges faced by modern Computational Aero Acoustics (CAA) is that a small mistake in either
amplitude or phase of the numerical solution can significantly spoil the interference pattern at the far field and greatly
alter the results.

For this test, the carrier wave number is set as the most critical one, A\, = 2Ax. This means that the spectrum of
the initial wave spans a wide range of frequencies, including the mesh cut-off mode, where all traditional discretization
schemes are known to fail. The results when this initial wave is used are plotted in Fig. 5, and the corresponding nor-
malized errors were of the order of machine precision (10~!4). The initial shape (centered at 2 = 60) and two evolution
snapshots of the wave are displayed in the same figure. The dashed line corresponds to the snapshot at ¢ = 120, exactly
after the wave form has travelled one domain length, but it cannot be distinguished from the initial wave form. This attest
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the excellent accuracy of the new proposal, as any dispersion or dissipative error would have deformed the wave during
this long convection period.

This test used a time step dt = 0.4, resulting in a Courant number 1 = 0.4, which is a reasonably large Courant
number for transient simulations.

— t=0
L r t=30

-- t=120

I I
0 50 100
X

Figure 5. Test case 1h: ¢ att = 0, 30 and 120 seconds

Exact solutions (1.46 x 10716) are also found for situations in which the Courant number is bigger (up to = 1). The
new proposal was not designed, however, for Courant numbers greater than one.

The performance of the new scheme up to now is encouraging, specially considering it is only first order in space
and second order in time, at least according to traditional analysis. It must be now clear that classical error assessment
tools have hampered the development of better numerical schemes, and new mathematical tools are needed. Most of the
tests were run with low Courant number, in order to isolate the errors due to spatial discretization from those due to time
discretization. Nonetheless, tests “1h” and “1i” pushed the limits to the extreme Courant allowed by the algorithm, and
proved the new proposal is exact in all conditions involving a linear convection equation with uniform flow field. More
stringent tests are however needed and are presented in the following sections.

4.2 Non-uniform field

The test cases proposed in this subsection aim at verifying the new scheme behavior when flow stretching/shrinking is
present. The transport equation (Eq. 1), however, is still linear. The third term on the LHS of Eq. 9 is the responsible for
capturing this phenomena, which could not be correctly reproduced by traditional schemes that only solves an equation
for the primitive variable.

Therefore, in a non-uniform flow, the smallest eddies content of an initial waveform must naturally disappear if the
numerical scheme is exact. Smoother structures, in turn, should be kept and suffer some distortions due to the convection
in a non-uniform flow field.

In order to validate the new proposal in situations involving flow deformation, the flow field start with a region in
which the flow presents a non-zero gradient, followed by a region of uniform flow, as described by the following equation

u(0,z) = max [0.02z, 1] . (1D

The initial field ¢(0, ) was conceived to have a spread range of frequencies, including a high frequency carrier very
close to the mesh limit, and a gaussian base form. A clipping operation zeros every negative value,

(0, z) = max lcos(kcx) exp [— log(2.0) [(x—rxo)} 2] ,O] , (12)

guaranteeing that the smooth content (obtained after some filtering operation) is non-zero.

Figure 6 displays the simulation results for four different schemes, including the new proposal, the 2nd order central
differences (CD2), the Dispersion Relation Preserving with 7-points stencil with 4th order Runge-Kutta in time (DRP-7),
and the DRP-15 (15 points stencil also with 4th order Runge-Kutta in time). The latter two schemes are specially designed
for computational aeroacoustics and are far more complex then the new proposal. Snapshots of the wave evolution at
t = 42.86 and 92.86, along with the initial wave ({ = 0) are shown in the same figure. Additionally, the solution for the
convection of an initially filtered version was also plotted (“¢t = 92.86 (filtered)”). This filtered version was obtained by
taking the envelope of the wave and dividing by three, since two out of three sampled points are zeroed.

The traditional schemes (CD2, DRP-7 and DRP-15) presented a high content of spurious oscillations. The new
proposal was immune to this problem, having captured the correct expansion of the smooth waveform, without any
unphysical oscillation, as the high frequency modes naturally became unresolved and disappeared.

A subtle detail that can also be seen in Fig. 6(d) is worth of a comment: in the final wave form, the new proposal still
presents some oscillations, mostly in the left part of the domain (from z = 10 to 60. These oscillations are not spurious
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Figure 6. Evolution of ¢

or unphysical, as was the case with traditional schemes. They never made the value of ¢ become negative and are not
as exaggerated as those of Fig. 6(a)-(c). Their origin seems to be related to a natural expansion of the initially short
wavelengths, that luckily reached a value that could be represented by the mesh. This only confirms that the new proposal
does not dissipate structures that still can be resolved by the mesh.

Fig. 7 shows the time evolution of the peak of ¢ as it travels through the flow gradient region and through the uniform
field zone. While in the expansion zone, 0 < t < 42.86, the high frequency content is damped and the peak of ¢ decreases.
After this time, this peak stabilizes as there are no more changes in the wavelengths of the structures.
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5. CONCLUSIONS

Traditional wave number analysis has been a helpful tool for the development and optimization of numerical schemes,
but at the same time has some weakness points that have hampered the development of better discretization approaches.

Once a more physically driven error assessment tool was proposed, a new family of numerical schemes could be
devised with special capabilities. In particular, it was shown that, in order to transfer energy towards unresolved modes, it
was not necessary that the scheme was dissipative, as generally believed.

In fact, a new scheme built around first order upwind derivatives and piecewise linear reconstruction was shown to
be not only non-dispersive and non-difusive, as it also presented the desired accuracy when transferring energy towards
unresolved modes, without spoiling the resolved part of the spectrum. One can now realize that the first order upwind
scheme was not the real responsible for the undesired dissipative characteristics he was known for. In the current pro-
posal, in which an independent equation for the derivative of the primitive variable, the same first order approximation
proved it was physically correct, as though when originally conceived to solve the earlier stabilization problems faced by
rudimentary CFD codes.
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Future extensions to full tridimensional Navier-Stokes may have a significant impact in key areas of computational
physics, such as aeroacoustics and turbulence numerical simulation, where no more physical model should be needed for
the direct cascade.
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