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Abstract. It is almost consensual that modeling and design should converge to a distinguish phase in the project after specifications are well defined and a step further in the visualization of the artifact should irrupt in the scenario. For automated distributed discrete systems it is mandatory that this phase should describe how parts would harmonically contribute to the final goals.

However, representing, documenting and also combining all these expectations with a pragmatic description that is also prepared to face verification is very challenging. Schemas are very well suited to do that, besides the fact that, due to its high generality, they are not particularly handful as a design approach. The good properties of schemas, that is, their lack of direct semantic is interesting to deal with incomplete knowledge for one side, but is also a problem to the need to preserve the knowledge acquired during requirements elicitation and analysis.

Object oriented Petri Nets was pointed as a good answer to that dilemma but was abandoned because there was not a broadly accepted formalism that objects could be combined with the net system. This problem is revisited in this work using a different approach to nets that is absolutely inserted in the recent standard of IEC 15909, while using a model driven approach to object-oriented design. A classical case study is discussed concerning the problem of cats and mouse’s in an automated environment where invariant analysis is considered.
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1. INTRODUCTION

The last twenty years of last century was marked by the change from years of structured refinement approach to software and systems to schemas based on modularity. Quickly the most used approach evolve to be model driven, with the appearance of the model-view-control approach, used in Smalltalk. However, the strong separation between data transformers (models), its interface of activation (view) and a solver dispatcher (controller), even if very useful in new interactive software applications did not show the same appeal to system design, specially because it did not reinforce structure and refinement.

Thus, it is quite expectable that the end of the last century meet a new different approach: the Object Management Architect, created by OMG (Object Management Group) in 1990. This approach is basically object-oriented, meaning that it reinforces more encapsulation and the roles of data modifier and controller. It also dispense a different representation for interface connections, composing a very regular and neat approach. That was the base for representations such as UML, a great success in software development. However, in what concerns systems design the refinement oriented development was missed, and a generalization of UML to the design of any system would demand a revision in that subject.

Model Driven Architecture (MDA) is a new approach and candidate to substitute OMA in this years. It is based in four different layers: a meta meta model, a meta model, the model of the artifact and a instantiation of this model(Bezivin and Gerbe, 2001). UML itself could be located at the level of meta model, together with other model representations such as CWM (Common Werehouse Metadata), WfI (Workflow) or even OCL (Object Constraint Language). It is unnecessary to stress how useful those parallel representation could be to systems design, specially to automated systems design. However, for a stepwise refinement of large (distributed) systems a good validation cycle is important, and even following MDA, models must be validated by different users and stakeholders before going further in the development.

This is an important point, which also brings a question on what should be a good model representation to validate (or verify formally, is possible) a system and be also a good reference and documentation to the development itself. Petri Nets are a good candidate for that and in this work we will try to justify the convenience of having a schema that could reproduce the same semantic of a Conceptual Graph for one side and dispose of graph formalism that allow verification and a capacity to simulate state-transition evolution. It could also be useful to represent systems with time constraints, even time slice or dense time evolution.

Besides, since such representation is today a subject for a standardization project, launched to support Place/Transition nets, colored nets and now to cover all extensions, it could be also important that have a Petri Net environment that could also capture extensions and time constraints, while maintain a complementary representation of classic and high level nets. That would mean changing from classic to high level or extended representation to fit design needs.
In what follows it will be described a general environment called GHENeSys (General Hierarchical Enhanced Net System) with all the described properties, that is, that was constructed to capture the features of extensions, without losing the formal approach and property analysis and that also fit the new Petri Net Standard.

2. PETRI NETS STANDARD

Since the beginning of this century two major tendencies in the state-of-art of Petri Nets emerged: one is the confirmation of Petri Nets as a sound formalism to model several discrete systems in different areas of knowledge, since biological and chemical systems up to the control systems applied to manufacturing and automated process in general; another tendency is the introduction of a unified approach to Petri Nets, giving another perspective to the profusion of particular approaches and extensions. Even high-level nets are now envisaged as a general approach that subsumes elementary nets through the Basic High-Level Nets.

The PN standard can be seen as the greater effort of the PN community to unify the current status and the future of the research and development efforts in the area. The principal aim of the PN standard is to define the characteristics that allows a net proposal to be considered a Petri Net. This standardization effort converge into the ISO/IEC 15909 project and which has been designed in three independent parts in order to enable flexibility of the process.

In the next section 3.a proposal for an enhanced PN called GHENeSys will be presented. This proposal is evolving to meet the PN standard specifications, including extensions of the classic and high level model, which are being discussed now in the committee of the 15909 project. Before that, the next sub-sections will be used to point out briefly the steps taken in this project, to stress the ones that are still under discussion.

2.1 Part I: 15909-1

The first part of the standard was published as an International Standard (IS) in December 2004. It provides a comprehensive documentation of the terminology, the semantical model and the graphical notations for High-level Petri nets. It also describes different conformance levels. Finally, a tutorial example given in annex illustrates the different concepts in the standard. Technically, part 1 provides the mathematical definitions of High-level Petri Nets, called the semantic model, the graphical form of the technique, known as High-level Petri Net Graphs (HLPNGs), and its mapping to the semantic model. Part 1 also introduces some common notational conventions for HLPNGs (ISO/IEC, 2002).

In Miralles and Silva (2010) the semantical model and the graphical notations of GHENeSys where revisited to attend the specifications of the 1st part of the standard. GHENeSys definition is now being modified to allow the representation of HLPNs.

2.2 Part II: 15909-2

Originally, the Petri Net Markup Language (PNML) was introduced as an interchange format for all kinds of Petri nets (Bastide et al., 2000; Billington et al., 2003; Kindler and Weber, 2001). Some major concepts of PNML were driven by this objective. Part 2 of this international standard, that was published as an IS in February 2011, defines a transfer format in order to support the exchange of High-level Petri Nets among different tools (ISO/IEC, 2005). Technically, this part of the standard defines a transfer syntax for High-level Petri Net Graphs and those subclasses of Petri nets only that have been conceptually and mathematically defined in the first part of the standard, for capturing the essence of all kinds of coloured and high-level Petri nets.

In order to deal with all kinds of Petri nets, the transfer format needs to be flexible and extensible. In order to obtain this flexibility, a Petri net is considered to be a labeled directed graph, where all type specific information of the net is represented in labels. A label may be associated with a node, an arc, or the net itself. This basic structure of a PNML Document is defined in the PNML Core Model using a UML class diagram. Based on this PNML core model, part 2 also defines the transfer syntax for the three versions of Petri nets that are defined in part 1 of this IS: Place/Transition Nets, High-level Petri Nets and Symmetric Nets.

Technically, the PNML Core Model is a UML package, and there are additional UML packages for different Petri net types that extend this PNML Core Model package. ISO/IEC 15909-2 defines a package for Place/Transition Nets, a package for Symmetric Nets, and a package for High-level Petri Net Graphs, where the package for High-level Petri Net Graphs extends the package for Symmetric Nets. Therefore, every Symmetric Net is also a High-level Petri Net Graph.

To make this the part of standard applicable and provide a reference implementation to Petri net tools developers, was developed the PNML Framework. PNML Framework is a generated set of comprehensive and easy to use tailored application programming interface (API) to import and export Petri net models designed according to the standard specifications. It is intended to be used as a library, therefore it can be easily integrated into Petri net tools. Tools developers are considered as the primary users of PNML Framework. Thanks to this framework, tools developers would rather focus on their applications core development instead of coping with how to stay up-to-date and compliant with the standard.
Furthermore, they would not have to deal with ensuring continuous compatibility with other tools and many Petri net types and variants.

The application tool based on GHENeSys proposal is in the list of tools that uses this framework to support the PNML, this list have less than 10 members, (Pnml.org, 2011).

2.3 Part III: 15909-3

Part 3 is devoted to the standardization of Petri nets extensions, including hierarchies, time and stochastic features. These extensions will be built upon extensions of the core model. They require a stable version of the core model to be available. According to the standardization schedule provided in Petrucci (2007), the working draft of the 3rd part should be ready in 2009, but there are not any available reference of this document. In Hillah et al. (2006) it was suggested that to make a solid work on the 3rd part, a stable version of the standard core model, part 1 and 2, must be available. Since part 2 was only published as an IS a few months ago, the authors believe that the main work concerning part 3 must be starting right now.

In the next section a proposal of an enhanced PN will be presented. This proposal it is called GHENeSys and capture several extensions that are within the scope of this part of the standard. Due to the fact that the 3rd part is not ready yet, the authors considers that this extensions could be analyzed and included at least partially in this part of the standard, since, as they were defined this extensions preserve the algebraic representation of the net (Miralles and Silva, 2010). Therefore, algorithms can be implemented to verify structural and behavioral properties of net models made with GHENeSys.

Concluding, the standardization process is quite long and relatively complex. A standard must be built in order to be stable enough to be used by the people involved. It is developed within a schedule which should not exceed three years and it is subject to revision every five years (more information on the rules can be found in ISO (2011)). Nevertheless, the advantages that brings this standardization process are more than welcome by the PN community and worth all the effort, once, as a result of this process, all research and development efforts will soon converge to an unified and strong path. Part 1 of this IS already establishes what needs a net proposal must satisfy to be considered as a PN; part 2 provides an unique, portable and easy extensible transfer format allowing the interchange between different PN based modeling tools; and last but not least, part 3 will unify all the existing extensions and will state formal mechanisms to generate new extensions in the future. Thus, more people from/outside the PN community will increase or start to use PN within the design process of systems in multiple knowledge domains.

3. GHENESYS: AN ENHANCED PETRI NET FACILITY

The net environment GHENeSys was designed and developed in DLab starting from ideas presented in Miyagi (1988); Silva and Miyagi (1996), and finally formalized in del Foyo (2001). Initially, it was conceived as an extended net with concepts of object-orientation, a mechanism of abstraction - through the definition of hierarchy -, and synthesis, based on a structured approach. GHENeSys has a great potential to become a tool capable to represent, in a unified way, classic PN and all their extensions, as well as a high level PN. From the definition of GHENeSys four meta modes could be derived, which cover a wide range of systems: centralized, hierarchical, hierarchical modified and distributed or multi-agent, and timed control systems.

Basic elements are:

- **Pseudoboxes**: this elements allows to model the transfer of information between different parts of the system, providing a mechanism to obtain a modular structure that improve the process of net synthesis. These elements also allows to represent the interaction with the surroundings of the system, since there is no isolated systems in nature, del Foyo (2001). Finally, they are also used to represent information of observable, predictable but not controllable events (Lin and Wonham, 1990; Ramos and Silva, 1998).

- **Hierarchy**: elements called *macro* are abstractions in GHENeSys and can encapsulate sub-nets. The *macro* elements definition allows to preserve (by construction) structural and behavioral properties of the “global” net,
making possible the verification of global properties guaranteeing that the behavior of sub-nets will have no influence on these properties (except by adding or multiplying by a constant). Thus, the net can be constructed mixing simple and macro elements within different levels of abstraction. This aggregational advantage is aligned with the evolution of modeling and design processes, where elements defined in abstract level get alive with others defined in more detail, and can eventually be reused in other projects.

- **Object-oriented approach:** in del Foyo (2001) net elements are defined as “active” objects, and tokens are defined as “passive” objects (without methods). Therefore, a net is formed by the aggregation of component objects, and it is also an object. Sub-nets, represented using macro elements, with widely known structures are frequently used in models (like buffers FIFO, LIFO) and can be replaced by methods. Thus, it is possible to reuse such structures in others models. This allows to face the problem of state explosion, a common issue when dealing with real life systems modeling. In the current development stage, GHENeSys definition is ready and capable to deal with HLPN models in similarly to CPN Tools, but this feature is not fully implemented yet in GHENeSys graphic editor. Like in CPN Tools (Jensen et al., 2007), GHENeSys modeling tool uses Standard ML (SML) (Harper, 2010), to make declarations of token types and attributes; and also arc’s inscriptions and transition’s filters.

- **Temporal approach:** in previous versions of GHENeSys evolution del Foyo (2001), treated time slice as in Ramchandani (1974), allowing to represent processes with deterministic durations only. Thus, processes duration time was represented as a waiting time before the firing of transitions. Taking into consideration that most processes are not deterministic, as in real-time systems, such approach was modified in del Foyo (2010). The current temporal approach in GHENeSys admit the representation of non deterministic durations (Merlin and Faber, 1976). In Merlin’s approach, there are a set of time intervals with minimum and maximum limits for the fire of every transition. This approach maintain the capabilities of the net to have multiple behaviors making some assumptions that proves its equivalence:

  - Assuming a time interval like \([tMin, tMax]\) when \(tMin = \text{minimum time limit and } tMax = \text{maximum time limit for the firing of every transitions.}\)
  - To model a timed system using Ramchandani’s approach, just make \(tMin = tMax\)
  - To model a non-timed system, just make \([tMin, tMax] = [0, \infty]\)

All this features are integrated in GHENeSys environment, which is now in its final steps to have a version that will be distributed under a GNU General Public License. This version includes a set of analysis features that will help users to extract useful informations from their models. These features are:

- **Incidence Matrix generation:** this feature allows to generate the Incidence Matrix behind the net model. When dealing with hierarchical models, the algorithm take this into account and is able to generate the “global” net matrix and also the sub-nets matrices separately. This feature constitutes the foundation that supports the rest of the analysis features.

- **Invariants analysis:** in Clarisó et al. (2005) and many others works it is shown that invariants can be used to prove safety properties of the Petri Net, like boundedness and deadlock freedom. Thus, it is a great advantage to have algorithms that extract place and transition invariants from PN models. GHENeSys is capable to generate the set of place and transition invariants from PN models as will be shown in more detail in the next section. The user will be able to see and save the set of invariants from PN models.

- **Models Simulation:** this feature allows the simulation of all PN models to validate behaviors. This is possible because GHENeSys definition use an unified approach within the modeling process. The algorithms implemented for the simulator were based on the generation of the state class (del Foyo, 2010) which is the first step to make time analysis. Even if it is not in the scope of the present work we claim that this algorithm is equivalent to the ongoing generation of states from the state equation. This it is possible since the set of assumptions exposed in above in this section are respected.

However, since the environment can always generate the incidence matrix, it is also possible to find the state equation, as a step to analyze properties of the nets. The invariant analysis is described in the following.

4. **IN Variant Analysis in Petri net and GHENeSys**

Invariants are fundamental algebraic characteristics of Petri nets and are used in various situations such as checking (necessary condition of) liveness, boundedness, the presence of loops and so on (Murata, 1989). Generally, invariants represent repetitive and conservative components of a net, that is, sets of places and transitions which behavior do not
change during execution. The identification and interpretation of each of these sets is important because they reflect certain properties of the net that may be of interest to the modeling process.

Place and transition invariants are important means for analyzing Petri nets since they allow for the net’s structure to be investigated independently of any dynamic process (Lautenbach, 1987). Another advantage of the invariants is that its analysis can be performed on local subnets without considering the whole system. Invariants are also used to model validation and verification, what can be performed while analyzing other properties of the net.

4.1 Place invariants

Place invariants are sets of places whose token count remains always constant. These invariants represent the conservative component of the net. They are represented by an n-column vector \( x \), where \( n \) is the number of places of the Petri net. The non-zero entries correspond to the places that belong to the particular place invariant and the zeros to the remaining places. Place invariants are a positive integer solutions of the homogeneous equation:

\[
A.x = 0
\]  

(1)

Considering the state equation of a net system, that means to have an integer vector solution \( x \) that satisfies the equation:

\[
M^T.x = M^T_0.x
\]  

(2)

where \( M_0 \) is an initial marking and \( M \) belongs to \( R(M_0) \).

Equation (2) means that the possibly weighted sum of the tokens in the places of the invariant remains constant in all markings and this sum is determined by the initial marking of the Petri net.

4.2 Transition invariants

Transition invariants denote a sequence of transitions which firing can reproduce the initial marking in the sequence. These invariants represent the repetitive components of the net and are represented by an m-column vector \( y \) that contains integers in the positions corresponding to the transitions belonging to the transition invariant and zeros everywhere else. The integers denote how many times the corresponding transition must fire in order go back to the initial marking. They can be derived from the state equation as:

\[
A^T.y = 0
\]  

(3)

As with place invariants, any linear combination of transition invariants is also a transition invariant for the Petri net. The existence of transition invariants in the Petri net denotes a cyclic behavior.

4.3 On the structural analysis of Petri nets

Two formal presentations have extensively been used for structural analysis: graph theory and linear algebra. Clearly, the main goal is to develop techniques that can be easily implemented on a computer. This has motivated the development of methods and techniques to optimize the analysis of the structural properties of petri nets. Techniques that have been considered efficient are those based on linear-algebra, because of their simplicity to obtaining invariants as a initial step for studying the structural properties of Petri nets.

For instance, many works have been developed to analyze properties of Petri nets using Linear Programing techniques. One of the main advantages of using this method is that the computational complexity of linear programming problems is polynomial. Usually, the solution is based on the simplex algorithm, which among other advantages, performs most often in linear time even though its worst case which is exponential (Silva and Colom, 1988), (Colom et al., 1990), (Silva et al., 1998). Silva et al. (1998) provides an analysis of important safety properties of net systems (boundedness, mutual exclusion, deadlock-freeness, etc.) using the state equation. This method is at the same time more efficient and accurate than the classical invariant method, which on the other hand is easier to understand. A limitation of the state equation method is that it is best suited to analyze safety properties, i.e., the existence of markings (and firing vectors). Owing to this, the analysis allows only to decide partially about the corresponding properties, i.e., to find only necessary or sufficient conditions.

There are other works, such as (Bouyekhf and el Moudni, 2005), that considers some structural aspects of general Petri nets and tries to improve the link between Petri nets and linear algebra techniques. On the other hand, using linear programming techniques do not guarantee that real invariants can be obtained. That is why many researchers have combined methods (WAKUDA et al., 1999), such as the combination of the Fourier-Motzkin method, which is based on linear programming, with algorithms for obtaining minimal siphon (FDMS) (Tanimoto et al., 1996).
In this work, invariants were used for the analysis of some structural properties of Petri nets, as well as for the verification of system requirements. The invariant analysis is very similar to the use of invariants in program verification: the designer must find a set of equations that denotes the desired properties and test if they hold in any reachable state. This method can be inserted in the GHENeSys environment as part of the modeling and design approach to discrete systems.

### 4.4 Calculation of the invariants in GHENeSys

The invariant computing can be reduced to the resolution of the homogeneous system 1 and 3. In this work, we propose a Gauss-Jordan Elimination with pivoting method (Peters and Wilkinson, 1975), (Yalamov, 1991) to transform the coefficient matrix into a diagonal matrix and then obtain the invariants. For the matrix $m \times n$, the method has a complexity of $O(mn^2)$. After obtaining the diagonal matrix, we propose a method to obtain the set of vectors that represent the basic solution. This means that any linear combination of these vectors is also a solution of the homogeneous system.

**Steps to calculate invariants**

**Transition invariants**

- **Step 1**: Calculate the incidence matrix (already a feature of the environment).
- **Step 2**: Apply the Gauss-Jordan method to the incidence matrix. If the rank of the incidence matrix is less than the number of unknowns, then go to step 3. Else, if the rank of the incidence matrix is equal to the number of unknowns then finish, the system has no transition invariants.
- **Step 3**: Get the basic solution of the system representing for the incidence matrix.

**Place invariants**

- **Step 1**: Calculate the transpose of the incidence matrix.
- **Step 2**: Apply Gauss Jordan elimination method. If the rank of the incidence matrix is less than the number of unknowns, then go to step 3. Else, if the rank of the incidence matrix is equal to the number of unknowns then finish, the system has no place invariants.
- **Step 3**: Get the basic solution of the system represented by the incidence matrix.

**Reviewing Step 3: Method to get the basic solution from the system of homogeneous linear equations:**

Let be the system of linear equations: $Ax = 0$, where $A$ is an $m \times n$ matrix ($m$ equations and $n$ unknowns), and let $k$ be the rank of the matrix. If the solution space of the system is $S$, then $\dim(S) = n - \text{rank}(A) = n - k$. To find a basis for $S$, it is necessary to find $n - k$ vectors that generate the solution space $S$. Applying Gauss Jordan elimination method the incidence matrix can be transformed into a diagonal matrix (step 1). After that, it is necessary to clear the linearly independent variables.

Supposing that the independent variables are: $x_{k+1}, x_{k+2}, \ldots, x_n$, then there are $n - k$ independent variables. For each set of values assigned to independent variables, a set of values of dependent variables are obtained. To obtain the $n - k$ desired vectors, each of the independent variables are assigned with the following values:

\[
x_{k+1} = 1, x_{k+2}, x_{k+3} = 0, \ldots x_n = 0
\]

\[
x_{k+1} = 0, x_{k+2} = 1, x_{k+3} = 0, \ldots x_n = 0
\]

\[
x_{k+1} = 0, x_{k+2} = 0, x_{k+3} = 1, \ldots x_n = 0
\]

\[
\ldots \ldots \ldots 
\]

\[
x_{k+1} = 0, x_{k+2} = 0, x_{k+3} = 0, \ldots x_n = 1
\]

Thus it is possible to obtain $n - k$ vectors of $S$ to form a base.
### Table 1. Algebraic conditions for structural properties

<table>
<thead>
<tr>
<th>Structural Properties</th>
<th>Necessary and Sufficient Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structural Boundedness</td>
<td>$\exists x &gt; 0, A^T x \geq 0$</td>
</tr>
<tr>
<td>Conservativeness</td>
<td>$\exists x &gt; 0, A^T x = 0$</td>
</tr>
<tr>
<td>Repetitiveness</td>
<td>$\exists y &gt; 0, Ay \geq 0$</td>
</tr>
<tr>
<td>Consistency</td>
<td>$\exists y &gt; 0, Ay = 0$</td>
</tr>
</tbody>
</table>

#### 4.5 Analyzing other structural properties that can be analyzed using the invariants

Tab. 1 shows some structural properties that can be analyzed using the invariants.

Analyzing Table 1 it is possible to conclude that place invariants are crucial to analyze Structural Boundedness and Conservativeness. Transition invariants are a step to analyze Repetitiveness and Consistency. Each solution corresponding to a homogeneous system of linear equations shows the way the system can be traversed starting from the home state (Daniel Lamch 02).

The study of the transition invariants also allows to analyze the liveness property. For checking the liveness property, the solution of transition invariants must be searched. This feature consists in adding up vectors corresponding to solutions of a homogeneous system of linear equations. If all elements of the resulting vector are greater than zero, the system is free from deadlock states.

GHENeSys supports a state equation which is formally defined in del Foyo (2001) which allows the analysis of the net properties, similar to the one used in classical net. Thus the algorithm described above was developed and inserted into the current version of GHENeSys, allowing the calculation of invariants as in the case study that follows.

### 5. A CASE STUDY USING INVARIANTS TO ANALYZE REQUIREMENTS

The classical cat-and-mouse problem, was introduced in (Wonham and Ramadge, 1987), and is a popular example in the field of discrete event system control (Yamalidou et al., 1996). This problem can be described as follows: A cat and a mouse are placed in a maze as shown in Fig. 2. In the initial state the cat is in the room 3 and the mouse is in the room 5. Each port on the maze can be traversed in the direction indicated, and is used exclusively by the cat or the mouse.

Fig. 3 shows the modeling of the problem in GHENeSys, where the places represent the rooms and the transitions represent the doors. Each net has five sites representing the five rooms. The transitions represent the capacity of each animal to move from one port to another. There are one token in a place indicating that the respective animal modeled by the token is in the room modeled by the place. In the initial marking the cat is in room 3 and the mouse is in room 5. The incidence matrix of the GHENeSys model for the cat and mouse problem is shown in Fig. 4.

To calculate the place invariants it is necessary to get the transpose of the incidence matrix ($A^T$) shown in Fig. 4, and then apply the method of Gauss to obtain a diagonal matrix equivalent to the matrix ($A^T$) and also the rank of the

---

1Dimensions of space
incidence matrix($R(A^T)$). As a result of this calculation is obtained that $R(A^T) = 8$. The $R(A^T)$ is smaller than the number of unknowns, and therefore the size of the basic solution is two. Place invariants obtained are shown in Fig. 5 (a).

With the place invariants obtained can we formulate the following equations:

\[
M(b_1) + M(b_2) + M(b_3) + M(b_4) + M(b_5) = 1 \quad (8)
\]

\[
M(b_6) + M(b_7) + M(b_8) + M(b_9) + M(b_{10}) = 1 \quad (9)
\]

Eq. (8) means that at any given time the cat only can be in one of these places: $b_1, b_2, b_3, b_4, b_5$ and Eq. (9) means that at any given time the mouse only can be in one of these places: $b_6, b_7, b_8, b_9, b_{10}$; i.e., for each pair of places, one from the cat and one from the mouse, associated with the same room, must never contain more than one token as a requirement of the problem.

Steps to calculate the invariants transition are almost the same as the steps to calculate the invariants place. The only difference is that calculating transition invariants take the incidence matrix shown in the Fig. 4, and not the transpose of the matrix as in the place invariant. Fig. 5 (b) shows the transition invariants obtained.

The results for the invariant analysis match the classical one found in the literature and the difference in using the proposed method is not just the speed of the process but the fact that with the proposed algorithm allows to generate the linearly independent basis of invariants an therefore the whole space.

6. CONCLUSION

Understanding that design is a more complete process that starts in the elicitation of requirements goes trough the analysis of these requirements, converge to a specification from which a model must be generated to allow further analysis, validation and requirement, the unification between design and modeling depends on the representation used. Such representation should be able to synthesize different “models” from a meta model prescription (or from different meta model prescriptions) and make it to converge in a unique general model which is analyzed to validate requirements. Then another model must be generated from the validated specs to bring what is conventionally called a “model” which properties should be the desired ones.
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