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Abstract. Fuzzy systems and neural networks, when used togfiha a great tool for dealing with complex nandarities and
processes poorly defined. However, Neuro-Fuzzy systgynrequire a large number of rules. Willing toatievith this problem,
Wavelet Neural-Networks (WNN) has been used in reeams.yThe combination of these techniques, resulésstructure called
Fuzzy Wavelet Neural-Network (FWNN). In this work, FWNN wezsl to identify a real nonlinear system with asiderable
complexity grade. This system consists of a melpksions tank, a pressure sensor, a water puiigtasacquisition board and a
power module. The different sections of the tarkpifessure at the exit of the hose that carriesewt the tank, the noise of the
sensor, and other imperfections, add more nonliiearto the system. The objective is to identify $ystem, which by its complex
and nonlinear dynamic making it an ideal systertes the efficiency of FWNN as an identifier. The FWiNIY implemented in C
++, having as inputs the water level in the tank ath@ voltage applied to the pump. The training wasducted using a
backpropagation algorithm, following by an adequatgdidation procedure. The results were satisfact@ygd demonstrated the
ability of the technique FWNN in identifying comphexlinear systems.
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1. INTRODUCTION

There has been a growing interest in nonlinear uhjycel models (Yilmaz and Oysal, 2010, Banakar azéein,
2006, Kara and Eker, 2003). This is due to the faat real dynamical systems are nonlinear andiesp linear
approximations are sufficient, in many applicatioihe linear models are not satisfactory and nealinepresentations
should be used. There are several nonlinear regeggms that may be used in system identificaterch as ARX
models, polynomial models, radial basis functioagificial neural networks, fuzzy systems, neuraziy hybrid
systems, etc.

Fuzzy logic is a proper tool for dealing with commplprocesses, poorly defined and non-linear (Warad, 2006).
The rules base of the fuzzy system is usually ectaising the knowledge of human experts. Howewarsbme
complex processes, this knowledge may not be enanghseveral approaches have been proposed toatetieese
rules. In the last decade, the use of neural nétwoas been applied for this purpose (i@l 2009, Uppakt al, 2003,
Rodrigueset al, 2009). The union of these two techniques is dalleuro-fuzzy system and ANFIS (Adaptive-Network-
Based Fuzzy Inference System) proposed by Jang ) 19€8ne of the best known models.

In order to improve the efficiency of such systeéhe use of wavelets has gained importance (BaraidAzeem,
2006, Ahmacet al, 2009). These functions perform signal analysit i time domain as in frequency domain. Thus,
wavelets provides an enhanced ability to track tana@nalyze signals locally and globally, makingadssible to study
small and large details. This characteristic lehdsneuro-fuzzy system to require fewer neurorideatify systems of
greater complexity and also to get a more accu@teergence.

In short, wavelets have properties that allow atintgd analysis of complex nonlinear signals, fulagic reduces
the complexity of decision making, and the learntagability of neural networks increases the aagucd the model.
Thus, the combination of the three mentioned taples results in the structure called Fuzzy Waudtairo-Network
(FWNN), which several researchers (Leeal 2003, Davaniet al, 2010) have used to model nonlinear systems
characterized by uncertainty.

This study aims to investigate a process of idgintif a nonlinear dynamic system using hybrid neuzzy
structure wavelet. The proposed technique usem#asiarchiqueture to ANFIS. However, the polynoaliimakagi-
Sugeno is replaced by Wavelets Neural-Networksnoei feedforward of three layers, where the acibratunctions
are wavelets). This approach was applied to a{dael with multiple sections containing severahlioearities.

The system consists basically of a tank, a pressemsor, a water pump and a data acquisition bdamglump,
submerged, is used to feed the tank, pumping viader an external reservoir into the tank. The ocangignal of this
pump is a tension sent by the data acquisitiondyaeiSBDAQ - U120816 from Hytek Automation, whichakes the
communication between the computer and the tarpower module was used to amplify this tension, esithe tension
provided by the acquisition board is not sufficiembperate the pump.

This system has nonlinearities that must be corsitiby FWNN. For example, several distinct sectiohshe
system mean that even for constant inputs, th@paédnce level is not linear. Moreover, the pressuttéet of the hose,
which lies at the bottom of the tank that causekamnge in the pump flow depending on the leveheftank. There are
also non-linearities into the hole at the baséneftank whose flow varies depending on the leveérg is also the read
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noise, the delay and inaccuracy of the sensohitnway, so that the identifier is successful ihécessary to consider
these nonlinearities.

For the application of the technique were createeet programs. The first program is responsibleddiecting data
for both the validation procedure of the systenthastraining of the FWNN structure. Through the wsijion board,
voltage values specified in this program are agpiethe water pump. The second program implentaet&WNN and
is responsible for initiating and optimizing theusture used for identification, ie, do the tramihe third program
uses the structure optimized by the second progmriorms validation of the system with a new dataabtained by
the first program.

2. NEURO-FUZZY AND WAVELETS NEURAL-NETWORKS

Several techniques have been used to identify meali systems (Palit, 2005), and neural-networks famdy
systems are among the most powerful ones. In dodenprove the identification of nonlinear modetlsis technique
may be associated with wavelet transform. This tion¢ also called ondoleta, is able to decomposkdascribe other
functions in the frequency domain, so that can icamsthese functions in different frequency rangesthe next
section, it is presented the main concepts of WN8lreeuro-fuzzy system ANFIS used in this study.

2.1. Adaptive Neuro-Fuzzy Inference Systems - ANFIS

The parameters adjustment process of Fuzzy systeamnplex and can be time consuming, becoming evaith
the increasing complexity of the fuzzy structuredisMoreover, these systems do not include imitg&l conception,
the possibility of automatic adjustment of theseapaeters, which could reduces the design work,rfagdearning and
adaptation in real time.

On the other hand, Artificial Neural Networks (ANENows the automatic adjust to different operatbogditions
in real time, due to its learning and generalizatidility. Given these facts, the combination afsh techniques is a
way to create an intelligent system, as shown iod¢igues, 2006). This fusion has attracted sevesgarchers in
various scientific and engineering areas due tontred solve real world problems (Abraham, 2001 Ohthe most
popular ways of combining fuzzy systems and nengélorks is called ANFIS (Jang, 1997).

An ANFIS is considered to be an adaptive networkyv@milar to neural networks, however, has no gyica
weights, but nonadaptive nodes. The ANFIS has dvargtage of not needing to create complex matheaiatiodels.
ANFIS can learn from the sample data such as fmatioutput sets from the system and can adapt gaeasiinside its
network (Reddy and Mohanta, 2008). The ANFIS has types of parameters: the premise parametersfgpbei
shape of the membership function; the consequeanpsers are the polynomial coefficients of thedinequations in
the fuzzy rule (Phichaisawat al, 2009).

In the ANFIS, the crisp values are fuzzificated e fuzzy values (membership grade in fuzzy setéle T
membership grade values are multiplied by the weigheach rule outputs. An output is defuzzifiedoe crisp value
by a weighted average of rule outputs. The ANFIfustd all the membership function parameters fromiven
input/output data set using the back-propagatiadignt descent and the least squares methodsritinear and linear
parameters, respectively (Reddy and Mohanta, 2008).

2.2. Wavelets Neural-Networks

Wavelet functions have attracted interest in séwaeas, both from the view of theoretical and ticat. The fast
advance of wavelet theory is basically due toriterdisciplinary origins, which has attracted reskars from different
fields of knowledge, and by some simple conces hll be discussed (Candid, 2008).

Wavelets are mathematical functions that analyze disto different frequency components, and studghe
component with a resolution matching its scale.sehinctions were developed independently fromathaication,
being studied largely in the fields of mathemat@sgineering, quantum physics, and recently haea lrecluded in a
wide range of applications: computer vision and aomradar and sonar, computer graphics, filter baikage
compression and analysis of medical signs, sucblexgrocardiograms, mammography, electroencepletegyr etc.
(Oliveira, 2003).

These functions will be used as activation funciiomidden layer of a feedforward neural netwodgplacing the
sigmoid functions (Abiyev and Kaynak, 2008). Thisusture, called WNN, has good Generalization Agilican
approximate complex functions and can be easilpeththan other networks, such as multilayer peroap and radial
based.
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2.3. Fuzzy Wavelets Neural Networks - FWNN

The use of wavelet function is to improve the cotapanal efficiency of a neuro-fuzzy system, intgadar the
ANFIS. This is due to the fact that the conseqpant of ANFIS in case of modeling complex nonlinpescesses may
require a high number of rules in order to acclydted a more accurate model to be identified réasing the number
of rules leads to an increase in the number ofareuin the hidden layer of the network, so thatcdavergence is
slower and often without obtain an accurate mod@kls, the combination of ANFIS and WNN results isystem
(FWNN) with good generalization and approximatidmiliy of complex functions that can be implementad trained
in a simple way.

In this work the WNN will be used in place of potynials Sugeno located in the consequent of theyfuzies of
the ANFIS. The wavelet used in the WNN is the Maxi¢iat, represented by equation 3 and shown eriFig.
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is independent ad andb, shown in Eq. 4. The variabl is used to simplify the equation 4 and is definsdollows:

is a normalization factor which ensures thateghergy of the wavelet
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The parameteb indicates that the functiolﬂj (X) was shifted to a distance equivalenbideing the translation

4= (4)

parameter. Since varying the parametdris possible to stretch or compress the formheffunction, so it is possible

to cover different scales large. This paramet&niswvn as the dilation parameter.

Figure 1. Mexican Hat Wavelet
The rules of the FWNN are described as follows:

If X;is A’11 andx,is A’15 ... andXyis A’y then:

m _zj

Yi = Z V\{1(1_ 221) e? (5)
i=1

If X1is A’51 andx,is A’y ... andXy,is A',y, then:
m 7]

Yo = ZWZ (1_ Zzz) e? (6)
i=1

If X1iS A1 andXyis A’y ... andXyis Ay, then:
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wherex; are the inputsy; are the outputs of the rules;; is a function of relevance to a given rule.

3. SYSTEM IMPLEMENTATION

The architecture of the FWNN is based on a basiecttre of a Takagi-Sugeno fuzzy system, which ban
interpreted as a five layer neural network (ANFIg)th the difference that the resulting functiong &/NN. The
FWNN implemented has two inputs, with 3 membershipctions each. This results in 9 rules, and consety, 9

wavelets for each input. Figure 2 shows the FWNOydwver, for better viewing, it was summarized vtk use of 2
membership functions for each entry.

2

gll= W =W h()=W. i|a,‘_‘, |—1.-'2 ('l—zf\;-)é'_}%I
belkabc) il =H* By = LW -
1 1 1
1y h()
1 —
A W) N)=
1
1
]/_\ Loy > st)=xh()
T )= Z
belliy.a,b,c)
1 D. L TT e N W, L
b. [ W W, N W, = hi()
Layer 0 Layer 1 Layer 2 Layer 3 Layer 4 Layer 5

Figure 2. Structure of FWNN

Note that the weights of the synapses were defaed (one) and the adjustable variables (antecederd
consequences) are distributed in the functionseafans, represented by square nodes. The datensteeabe analyzed
layer by layer, as shown below:

Layer 1: This layer consists of adaptive nodes tfeaterate degrees of membership based on inpulsjgrsing
some parameterized membership function such asdtieshaped function. (This function was chosenahse it is
continuously differentiable, which allows the applion of backpropagation to update its paramet@is} outputs of
the neurons in this layer are called fuzzy entdefined according to Equation 8.

1
(X)) = .

wherej refers to the neuron of layer 01 ariddicates the input of the system.

Layer 2: Nodes in this layer are fixed nodes, whigpresent the activation weight of each rule. dtput of each
node is the result of an AND operation (or MIN)adiflayer input signals, as can be seen in Equatioto 12.

f(ns ) =W = 1 (X) Ll (Y) ©)
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Layer 3: The outputs of layer 3 represent the nbmaigon of the weights of activation of rules, rgrmalization of
output neurons of the previous layer, as showrh@ following equation. By being more didactic tsudlize the
FWNN structure and be simpler to implement the pasgagation algorithm, the normalization of fuzzyes was
realized in this layer.

A 1i=1,2,3,4 )
Wt W, + W+ W,

9= w =

Layer 4: The nodes of this layer are the activafiorctions of the WNN. The function used was thexMan Hat,
was chosen because it is continuously differergiabhus, from the entries, normalized rules andsidble parameters
of these functions, each node will have its out@itulated according to Equation 14.

2 (14)

h=wdw, |a [ @-z)e
i=1

Layer 5: In this layer, all outputs of neuronsagér 4 are summed, resulting in the output of FWNN.

(= h(¥ (15)

From network presented, can clearly identify theraas that require learning are present in layeaad 4, because
in the first layer are located in the membershipcfions and layer 4, the weights w and the parametethe wavelets,
Which sets the Implications of the rules.

Tuning parameters of a system in FWNN model canobgined through techniques such as adaptive
backpropagation algorithm, which use Eq. 16. Iis #juation, the variable x is the learning rate igéhitialization
value in this work is 0.0001. A detailed explaoatdf this equation together with the equationgdusefind the value

of
of the variabled«j can be found at (Rodrigues, 2006). The equatioriimdothe value of the—L are shown below.

oa
Equations 17, 18 and 19 are utilized to adjustitheelets parameters.
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Equations 20, 21 and 22 are utilized to adjusttieenbership functions parameters.
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Despite the use of a training algorithm that perferthe adjustment of parameters, a good initiatinadf the
system enables it to obtain a better convergent®ioing and a better model identified. Severathods are proposed
by the literature to initialize the wavelet paraemst such as orthogonal least square procedurehendlustering
method (Abiyev and Kaynak, 2008). In this papee, parameters were initialized by a heuristic teghej which uses
the domain of input space (Awad al, 2004). This technique says that the parametensldive calculated according to
the equations:

b =050(Xin + Xnax) (23)

a=02[(X . — Xmin (24)

max

where xin and X represent the minimum and maximum values of theadibeing identified.

All programs developed to implement the techniqeeemwritten in C++ Builder compiler using C++, viers5.0.
This language is best suited to implement techmighat will be implemented in real systems. In gahefor the
application of the technique were created thregnams with different characteristics. The firstgnam is responsible
for the communication with the real system andemi data for validation and training procedurefirtd the linear
models and rules for the use of backpropagatioorifigm with the complete system. The sampling perised has a
value of T = 0.1 seconds and was obtained basqutamtical experiences with the plant. This progtam performed,
to facilitate interpretation of the user, convegtihe data read from the pressure sensor in \wltsritimeters.

The second program is responsible for initiatind aptimizing the structure used for identificatidrhe program
takes the number of inputs, the membership funstimmmber of each input and the number of waveletshe number
of neurons of the hidden layer of WNN). Then thegeam initializes the membership functions andvtlagelets, and
reads a file containing the training set. Usings thile, the program performs the backpropagatiagoréhm for
optimization of membership functions and waveléibroughout the learning procedure the best settongthe
membership functions and the wavelets is stored mhata file. The third program utilizes the enhandata and
performs validation of the system with a new dataobtained by the first program.

The aim of applied the FWNN technique in the midtipessions tank will be to identify the behavibthe tank
when the water pump is subjected to several leoklension. To achieve this goal, two entries wased in the
structure of the identifier, the current level bé ttank (current state) and the value of tensiqiieghin the pump.
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4. EXPERIMENT

The system consists basically of a 53x30x10cm taalie of acrylic and manufactured by hand, a pressemsor, a
water pump, a data acquisition board and a powetuieo Figure 3 illustrates the idealized multipkssion tank.
Because it was built by hand, this plan had somedlin relation to the idealized theoretical modrer example, all
sections should present 10 cm high, but showed enialready had another 8 inches tall. Some vértidges that
should be presented a few degrees of tilt visigntifiable Besides the acrylic tank, other components thanh fihre
system as the pressure sensor, water pump anddala@cquisition, stand out.

Installed in a hole on the tank, the pressure seki$X5010DP Motorola is used to inform the waterelein the
multiple sessions tanlinother component is the pump used to feed the faunkiping water from an external reservoir
into the tank, has a flow rate of approximately &&rs per minute, when an applied voltage 12VBI& with 2 amps
of current, and a reflux of 0.9 liters per minuteem the applied voltage is 0 volts.

To establish the communication between the comprtdrthe power module that drives the pump andsémsor
was used the data acquisition board iIUSBDAQ - U1B08om Hytek AutomationThis board has analog inputs and
outputs, allowing the output voltage (0 to 2.4 splo activate the pump, and input voltage (prapoét to the height
of water level) provided by the sensor readingheftank.

The motor drive signal from the data acquisitiomdabhas a very small current, about 20 milliampsl aeeded to
go through an amplifier. The power module model Z2Bb of Quanser Consulting-240 was used to ampitiéy
current and, purely by the characteristics of thmpliier, the voltage was multiplied by 5. As thebsnersible pump
used to work with 12 volts, then the voltage apmplte the data acquisition board will be up to 2elts; which
multiplied by a gain of 5 to maximum tension gemedaby the pump. The power module was also usgubweer the
pressure sensor with 5 volts.

3em ] ;::\\

L5=10 cm

+ /

L4=10¢cm o 1/

L3=10cm

L2=10 cm

LI=10c¢m

N

Figure 3. Plant Multiple Sections

t t {
10 cm 10 cm 10 cm

The tank system has developed some nonlineafitescan be noted immediately. The various diffessations of
the system require, even for constant inputs, dimear performance levelhe pressure at the outlet of the hose, which
is at the bottom of the tank, causes a changeesiptimp flow depending on the level of thdere are also non-linearity
into the hole at the base of the tank whose floviegadepending on the level. Besides these, tsetteeiread noise, the
delay and inaccuracy of the sensor. In this waythst the handle is successful it is necessaryotwsider these
nonlinearities.

6. RESULTS

This tank presented in the previous section wad ts@rove the efficiency of FWNN. Thus, at firseme collected
training data obtained from a PRBS signal, whicHesathe voltage level applied to the pump. Witts tsignal, the
water level varied passing all sections, regardbéghe levels where the transitions occur from saetion to another.
Thus, we obtained a group of training data forRléNN of 1,200 samples, containing the values ofage and liquid
level. The range of the PRBS signal, which cangsnsn Fig. 4, is 12 volts. With this signal, tiguid level in the tank
varies from 0 to 30 cm.
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Figure 4. PRBS Signal

Thus, the inputs used in the training were the iptessoutput of the plant and the voltage applietheowater pump.
Each of these inputs have three membership furijbell-shaped type, as previously mentioned), tbusing nine
rules. This number of membership functions wasrdsteed intuitively, so it had not been a high numbérules,
which would result in a greater number of paranseterbe adjusted. In the FWNN presented it hasa@arpeters to be
updated by backpropagation algorithm.

Observing Fig. 5, we can notice that the trainifidhe FWNN was satisfactory, having learned acalyatven in
regions with more abrupt level changes. As a peréorce criterion, the mean square error (MSE) id.uséter 10.000
epochs, the MSE was 0,00017409, ie, the outputnattd by FWNN is almost equal to actual outputskaswn in

Figure 5.

x) 200 400 600 s00 1000 1200

Samples

Figure 5. Training - desired output (blue line) éaRoutput (red line)

Despite the training has been quite satisfying,vidl@ation was performed to confirm the accuratyhe model
obtained, using 400 points, which are differentrfrthose used in training. The FWNN was replenishigd the output

of the plant, as shown in Fig. 6.
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Figure 6. Validation Scheme

The result can be seen in Fig. 7, shown below.ble line represents the desired output, the redripresents the
real output.

x) &0 100 150 200 2580 =00 250 400

Samples

Figure 7. Validation - Desired output (blue linelReal output (red line)

It is noticed that the output of FWNN (red line) svelose enough to the desired output (blue linsngudata
different from those used in training, which conf§ that the model nonlinear is accurate, able poesent the real
model of the tank satisfactorily.

5. CONCLUSIONS

In this work, FWNN was used for identification nmar of a real system. This technique incorporales
advantages of wavelet function, neural networks fazdy logic, resulting in an adaptive structurdghafiast learning
capability that can identify nonlinear dynamic misdeharacterized with uncertainties. Thus, the igadbjective of
this work was demonstrating the potential and tilgyuof FWNN to identify a nonlinear level tanlofmed by multiple
sections. The algorithm backpropagation was usedaftjust parameters. The results obtained werefaetory,
obtaining an accurate model and opening the pdisgitn study the use of another wavelet type,if@tance, Morlet,
besides the possibility of increasing the systedeor
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