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Abstract. Direct Simulation Monte-Carlo method (DSMC) is the stambaymputational method for rarefied flows, which
can be more appropriately represented by the Boltzmannteudn DSMC, the flow is represented by a large number of
simulator particles and the evolution of the flow is trackgathlculating the motion of these particles and their cadiis
amongst themselves and with any boundaries of the domair t®an increased interest at CTA on reentry and/or
rarefied flow conditions, the available simulation capal&h of the Computational Aerodynamics Laboratory are fein
extended to also include very low density flows. The papeepis results of the use of the DSMC method for the flow
over a flat plate obstacle positioned parallel to the freeain. The results obtained so far demonstrate the currenissta
of the development of the desired capability and they doutiei to the validation process of such implementation.
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1. INTRODUCTION

The Direct Simulation Monte Carlo method (Bird, 1970) is thest useful numerical method for solving problems
where the flow is considered rarefied. The dimensionlesswpetea used to describing the degree of gas rarefaction is
denoted by the Knudsen number

A

Kn= 7 )

i.e. the ratio of the mean free pathto the macroscopic length scale The macroscopic length scale should be based on
the local fieldj.e., velocity, pressure, density, to gradient ratio, theremaving the question on how to define this length
scale for complex flows. The Navier-Stokes equations contyremcountered in fluid mechanics applications are built
upon the continuum approximation. For small Knudsen nusmflgn ~ 0.01), the continuum approximation is valid.
However for larger Knudsen numbers, this approximatioakselown and one has to resort to some methodology which
considers interaction between particles (Li and Zhang4200 he Boltzmann equation is the accepted mathematical
model of a gas flow at the molecular level. Numerically, tigsi&ion can be solved using conventional CFD (Moreira,
2007) techniques, with the velocity distribution functibeing the solution obtained in a computational grid. Sifig t

is a 6-dimensional partial differential equation, it guickecomes computationally heavy. Further, the evaluaifche
collision terms in the Boltzmann equation (Morinishi, 20Q@presented by the right hand side integrals, is a chgitign
task.

An alternative to the solution the Boltzmann equation isntgpky direct simulation methods. The basis of the DSMC
method, first formulated by Bird (1970), is to circumvent theect solution of the Boltzmann equation by considering a
probabilistic simulation. It is categorized as a partickethod, in which each simulation particle represents a laugeber
of real gas atoms or molecules. The physics of the gas is @phy uncoupling the motion of the particles from their
collisions. In a similar manner to conventional CFD, the iempentation of DSMC normally requires the decomposition
of the computational domain into a collection of grid celdter molecular movements have taken place, the collisions
between particles are simulated in each cell in a probébilisanner and a statistical picture of the flow phenomena is
built up. The simulation is advanced in time steps of duratig which, for accuracy, should be less than the mean time
between collisions. During each time step the convectiahcaflision calculations are decoupled. First, the pagticre
moved in collisionless flight, according to their velocitieNext, the particles are frozen in position and binaryisiolhs
are calculated for some of the particles. Post-collisidnaites are calculated for the given relative speed ofisiolh and
a randomly chosen set of impact parameters (Weglal., 2006). The probability of collision for each collision pand
the total number of collisions, reflect the theoretical eotiprobability and total collision rate for the particutadlision
cross-section used. In the next section, some aspects pfdhabilistic approach to direct simulation methods areflyr
described.

With the advent of high performance computing architectupeactical solutions to engineering problems in smaller
2D geometries may be achieved nowadays within realistie 8nales using a modest PC. The DSMC code presented in
this paper is based on Bird’s formulation (Bird, 1994).
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2. NUMERICAL PROCEDURES

The Direct Simulation Monte Carlo (DSMC) (Pullin, 1980) inetl is suitable for simulating the behavior of dilute
gases by means of a probabilistic approach. The term dilagengeans that a typical molecular spacing much
larger than a typical molecule diametérformally stated as/d > 1. In terms of Knudsen numbeK{n), this would
approximately mean tha?(0.1) < Kn < O(10). The fundamental idea of DSMC is to track a large number of
statistically representative particles, where each optimticles contains a cluster of molecules. The particldonaind
interactions are used to modify their positions and velegitBasically, the DSMC procedure consists of four maigesta
namely: move the particles, keep track of the position,qrenfcollisions using probabilistic methods and sample the fl
field.

2.1 Cell and sub-cell width

In a similar manner to conventional CFD, a numerical meshrésited to describe the physical extent of the flow
domain and any solid obstacles within it. Good DSMC pracdiieggests that the typical cell size should be a fraction of
the mean free path. A rule of thumb is that the cell width stidnd determined by the following equation:

A
Ay ==, 2
: )
whereA,, is the cell width and\ is the mean free path estimated from the formulation baseti@general molecular
model hard sphere (Bird, 1994).

\ = 1
 \2rd?n

whered is molecular diameter andis the number density. The sub-cell width should be takeretsrball in comparison

to \. Typically, this would mead\z, ~ 0.1Az, whereAx, is the sub-cell width. Although particles are allowed tosso
the borders of the cells, individual collisions occur wigsighbors in the same cell. More specifically, the DSMC method
uses the sub-cell approach, where local collision ratebased on the individual cells, but the possible collisioingare
restricted to sub-cells. The 2-D Cartesian grid used by thnearical code is presented in Fig.1.

®3)

Figure 1. cartesian grid used in the simulations

2.2 Time step

In the DSMC method, there is no stability limit connectedte thoice of the time ste@\¢. There is, however, from
a physical point of view, a limitation given by the mean cin time, essentially stating that the time step should be a
fraction of the mean collision time of the gas molecules idenrto uncouple the molecular motions and collisions. An
estimate to this time step can be given as

At=2T 4
2¢ 4)

wherec’ is the mean thermodynamic velocity magnitude defined by
¢ =\2T,5/m . (5)

In the present formulatior], is the reference temperatuiieg., 7, = 273, k is the Boltzmann constante. « =
1.380622 x 10723, andm is the molecular masse. m = 4.65 x 1026,
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2.3 Particles movement

Instead of simulating the action of every molecule, the DSK&hod clusters a large set of molecules, subsequently
tracking each of these clusters as individual “particlestiine and space. The number of molecules contained in each
particle should be adequately chosen in such a manner #tistisgl fluctuations do not become too large as publislyed b
(Mosset al,, 1995). A reasonable amount of molecules contained in eadftle (Fv) is 10'* < Fy < 10'8. At every
time step, the particles are moved to their new position g to

Fr + At) = 7(t) + v ()AL, (6)

assuming that no interactions have occurred during this tinterval. After the particles are moved, boundary condsi
are enforced. After having moved all the particles accardintheir velocities, a reindexing is performed. This irapli
that, in all sub-cells, the number of particles are countet] then, each particle is given a specific address.

2.4 Boundary conditions

The boundary conditions implemented in the present worlsicien solid surface specular reflection. Specular reflec-
tion reverses the velocity component normal to the surfabde those components parallel to the surface are uncliange
The final position(x) of the molecule that strikes a surface normal to the x-ax{g:at and would have moved ta: )
beyond it, is given by

Te—T =10 — e, (7
or

=21, -7 . (8)

2.5 Collisions

Inthe DSMC procedure, only particles within a cell are painp in order to perform collisions (Larsen and Borgnakke,
1975). Since we are dealing with dilute gases, there is amdetming probability that the collisions will be binaig.,
involving only two particles. If one considers a time intalnA¢, in a DSMC cell of volumé/,, containingN simulated
particles, each representity; number of molecules, then the number of collisions that tmglur is easily recognized
to be N(N — 1)/2. This yields that the probability for each of the collisidrecomes

P= FNO'TCTAt/‘/C y (9)

whereor is the total collision cross section andis the relative velocity of the pair of particles consideesdwe can
observe in Figs. 2 and 3. A straightforward method is to lawkpiossible collision pairs by considering al(N — 1)/2

Figure 2. Collision cross sectian, between two hard spheres of diameter

potential collisions using a random selection procedogether with the probability P. However, due to the large bem

of particles, N, and the low probabilityP, this procedure is computationally challenging, requjrancomputational
time proportional taV2. In order to make the computational time linear with N, theMiSapproach uses the so-called
NTC (no time counter) method in which a normalized probabiti introduced. Hence, one can write that the maximum
collision probability is

FN(orcy)manAt
Pmaz - ’
V.

(10)
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Figure 3. Effective volume swept out by moving molecule.

where(or¢; )ma 1S @ precomputed maximum collision cross section of the d&lsed on this approach a number of
representative collisions is computed as

1/2NNFN(o7¢)maz At/ Ve . (12)

Here,N is a time ensembled average of particles contained in theFealeach of these possible collisions, the procedure
now picks a random particle and finds its corresponding gllb\ithin this sub-cell, it picks another random partiste
that these two form a collision pair. The collision is now qorted with the probability

arcr

P=———.
(UTCT)maz

(12)
This essentially means that a random number is comparede taktbve fraction and, if it is bigger, we have a collision.
Otherwise, it is assumed that there is no collisions. Thistmhs themselves are modelled as different variants afrd h
sphere collision. In the hard sphere approximation, elasiilisions are assumed, yielding a conserved magnitutteeof
relative velocities of the two particles. It, hence, becemecessary only to compute the direction of the particles af
the collision, also known as the angle of deflectionThe angles are computed with random samples for the hastesph
case, but alternative implementations are those of a Varfedrd sphere (VHS) and a variable soft sphere (VSS) (Bird,
1994).

3. RESULTS AND DISCUSSION

A 2-D flat plate configuration, positioned parallel to the fl@swconsidered as a test case in the present work. Although
the extension of the simulation capability to the two-disienal case is still ongoing, the preliminary results fog th
present test case are very interesting. Time averagingeoingtantaneous DSMC patrticle fields was performed once
steady-state had been achieved. The solution was congittebe steady when the average linear kinetic energy of the
system showed only small changes with time. An example sfisshown in Fig. 4.

3.1 2-D supersonic flow over a flat plate at Mach 4.8

The flow simulation problem is set with initial statd$: = 1400 m/s andV’ = 0 m/s. The material properties of the
gas are the following: the molecular massris= 5 x 10~25 kg, the molecular diameter i = 3.5 x 107 m. The
time step isAt = 4.0 x 10~ % s and the total number of iterations is taken to2be The grid used in the simulation is
made up o600 cells, as observed in Fig.1. The flat plate obstacle is post in the range < [0.4,0.6] m. The total
number of DSMC particles in the system at steady-state w@¥08@nd the cpu run-time was 4 h using a single AMD
Turion Dual Core 64-bit, 2.2 GHz chip. Qualitative resultsterms of temperature and Mach number contours, for the
case ofK,, = 0.01, are shown in Figs. 5 and 6, respectively. The temperatutéMach number contours indicate that
the overall flow features are correctly captured by the presienulation. Hence, one can clearly see the formationef th
detached bow shock wave in front of the flat plate obstacleFidn7 one can observe the temperature distribution over
all the flat plate direction. The detached shock wave in fofthhe flat plate indicate a temperature increase beforedhe fl
plate from the far field temperature of 273 K up to 700 K in thgibring of the plate. The same effect can be observed in
the scalar velocity distribution over the flat plate direntdomain Fig. 8. The far field velocity isl00 m/s, the detached
shock wave improve decrease in the velocity profile befoegothte and . As one can observe, good results are achieved
for temperature and velocity profile.

3.2 2-D supersonic flow over a flat plate at Mach 2.4

The flow simulation problem is set with initial states: = 700 m/s andV = 0 m/s. The material properties of the
gas are the following: the molecular massis=5 x 10~25 kg, the molecular diameter is= 3.5 x 10~ m. The time
step isAt = 4.0 x 10~¢ s and the total number of iterations is taken t@beThe grid used in the simulation is made up
of 600 cells, as observed in Fig.1. The flat plate obstacle is postl in the range € [0.4,0.6] m. The total number of
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Figure 5. Temperature contours in the flat plate configundtio free stream Mach number 4.8.

DSMC particles in the system at steady-state was 36,000n&nchu run-time was 4 h using a single AMD Turion Dual
Core 64-bit, 2.2 GHz chip.
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Figure 6. Mach number contours in the flat plate configurdtorfree stream Mach number 4.8.
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Figure 7. Temperature distribution profile throughout the fflate configuration for free stream Mach number 4.8.
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Figure 8. Velocity distribution profile throughout the fldafe configuration for free stream Mach number 4.8.
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Figure 9. Temperature contours in the flat plate configundtio free stream Mach number 2.4.
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Figure 10. Mach number contours in the flat plate configundio free stream Mach number 2.4.

The temperature and Mach number contours for free streanh Mamber 2.4, also indicate that the overall flow
features are correctly captured by the present simulas@ma can observe in Figs. 9 and 10. Because of the reduction of
Mach number to 2.4, the angle of detached shock wave alsoadased and the temperature in the beginning of the plate
is decreased. Also, one can observe that the detached slawekmoved forward of the flat plate in comparison with the
first test case for free stream Mach number 4.8.

Temperature and velocity profiles along the flat plate dioeas shown in Figs. 11 and 12. One can observe that the
temperature distribution over the flat plate is more unifamd less sharp. In the beginning of the plate there is a lgpatin
and the temperature is around of 490 K and this value stedletartiddle of the plate, when the temperature reduce
abruptly to 410 K and steel reducing until to reach the vafu@3® K. The velocity distribution profile is very similar to
introduced before for Mach number 4.8. However, one canrgbse Fig. 12 that the gradient of velocity is more smooth
over the plate and one can clearly see the formation of trectet! bow shock wave in front of the flat plate obstacle, as
well as the flow expansion as it moves downstream of the plate.

4. CONCLUDING REMARKS

The direct simulation Monte Carlo (DSMC) method based omtleéecular movement and collisions has been pre-
sented. The larger the number of particles used to représemntal molecules in the computation, the better should be
the quality of the results. Clearly, however, this occurthatexpense of large computational memory and time usages. |
the DSMC method, there are statistical fluctuations thatireghe number of particles to be sufficiently high. In geher
for rarefied flow problems, the computational efficiency & gresent method seems better than that of a Navier-Stokes
solver. However, in the computation of a continuum flow, asrtiolecular mean collision time is generally smaller than
the time step determined by the stability condition of thectkte schemes, the computational time step given by Eq. (4)
will be quite small, sometimes even at a magnitudé®f®. As a result, the convergence rate of the present method
will be slower than that of the Navier-Stokes solver for tle@tnuum flow regime. It has been shown by the present
computations that the computational time required by thMBSnethod increases as the Knudsen number decreases.
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Figure 12. Velocity distribution profile throughout the ffate configuration for free stream Mach number 2.4.
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