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Abstract. Tool condition monitoring by vibration analysis has been used due to the good agreement among measured vibration and 

tool wear, surface finish and cutting forces, for example. The main problem of this approach is that the vibration levels are strongly 

dependent of the dynamic characteristics of process which is also dependent of machine conditions and transmission path. So, 

prefixed vibration symptom limits can be changed due to machines setup such as: preload of the fixing screws of the tool, position of 

the tool port, vibration symptoms of the drive devices, among others. The aim of this work is present a methodology to contour it. 

The approach is based on Operational Modal Analysis and Minimum Realization System to estimate the dynamics cutting efforts by 

real time monitoring of magazine tools vibrations. The methodology was validated numerically using a finite elements model of a 

magazine tool submitted to triaxial cutting forces.  To make it two sets of three sensors response located on optimized places was 

used. 
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1. INTRODUCTION 
 
Tool condition monitoring by vibration analysis has been used due to the good agreement among measured vibration 

and tool wear, surface finish and cutting forces. The main problem of this application is that the vibration levels 
dependent of the dynamic characteristics of mechanical system and its transmission path. Consequently, the vibration 
symptoms limits besides being valid for a specific machine can also change depending on the setup of the machine such 
as: preload of the fixing screws of the tool, position of the tool port, vibration symptoms of the drive devices, among 
others 

To minimize this problem Operational Modal Analysis (OMA) technique can be used. This technique is applied to 
get modal dynamic model of systems with unknown natural excitation forces using output only (Mohanty et al, 2003).   

  Classical estimation of modal parameters is based on Impulse Response Function FRI or Frequency Response 
Function FRF obtained in controllable laboratory conditions. However, in many cases real operational conditions may 
differ from those applied during the modal test. This problem is even greater when only the response data are 
measurable while the loading conditions are unknown. (Hermans et al, 1999).  

With this, operational modal analysis is an analyzing technique for structures subjected to an excitation generated by 
its own process (Mohanty et al, 2003), as the case of cutting processes. 

According to Zhang et al (2005), OMA, also known as NExT (Natural Excitation Technique), is a technique that 
suggests the use of correlation function of structure random response subjected to a natural excitation. NExT has shown 
that the correlation COR can be expressed as a summation of decaying sinusoids. Each decaying sinusoid represents 
one damped natural frequency, damping ratio and mode shape coefficient of the complete multi degree-of-freedom 
studied model. COR can therefore be employed as impulse response function (IRF) to estimate modal parameters. 
Hence, major multi-input/multi-output ((MIMO) modal identification procedures can be adopted for OMA. In this work 
a MIMO technique based on Eigensystem Realization Algorithm  ERA  was used. 
  
1.2. The minimum realization theory 

 
To construct a model, a fundamental question immediately arises as to whether or not all the system states of interest 

can be excited (controlled) and/or observed. (Juang, 1994). From a space of states system it’s possible to derive theories 
which investigate whether all spaces can be controlled and / or observed. (Alves, 2005). Given a time invariant system: 
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which representation at discrete time is given by: 

 
)k(w'B)k(u'A)1k(u +=+  (3) 

 
)k(wD)k(u'C)k(y +=  (4) 

 
where: 
u is state vector (2N × 1); 
w is input vector or control (q × 1), considered a random signal; 
y is output vector, measured responses (p × 1); 
Ac and A' are state matrices that describe the system dynamics at continuous and discrete domains, respectively (2N 

X 2N); 
Bc and B 'are the input matrices in the continuous and discrete domains, respectively (2N X q); 
Cc and C' are sensor matrices (p X 2N), the system output to the state vector u, in the continuous and discrete 

domains, respectively. 
Dc and D are direct transmission matrices (p X q), continuous and discrete domains, respectively.  

 

Once that mass matrix is positive definite,{ }x&&  can be obtained by manipulation of Eq. 5 resulting in Eq. 6. In this 

equation, { }f (t)  is given by product { }fB w( t ) 
  , where and [Bf] is the input influence matrix. 
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 (5) 
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(6) 

 
To include the acceleration response into the output vector, one relation shown by Nunes (2006), can be used: 

 

{ } [ ]{ })t(xC)t(y a &&=
 

(7) 

 

where [Ca] describe the relation between vector { })t(x&& and output vector{ })t(y .  

 
Substituting Eq. 6 in 7, one has: 
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In compact form:  
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The system response for any input can be determined by Eq. 3 and 4 (Juang, 1994). 
At time tf, the solution of Eq. 1 is given by: 
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(10) 

 
for t ≥ t0. The solution for discrete representation, Eq. 3, at time tf = k∆t, where ∆t is the sampling time, can be 

represented by: 
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or in matricial form by: 
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where u(0) = u(t0) is the initial state at t = t0. 

 
Substituting wi (0) = 1 (i = 1, 2, ..., r) and wi (k) = 0 (k = 1, 2, ...) into Eq. 3 e 4 for each input element, the results 

can be constructed in a impulse response matrix Y with dimensions  (p × 2N).  
 

'B'A'CY,,'B'A'CY,'B'CY,DY 1k
k210

−==== L
 

(13) 

 
Given the response y(k), vector u (Eq. 2) can be determined, assuming initial condition D.w(k) zero and using a 

minimum realization algorithm to estimate C’. 
After determination of u(k+1) and u(k), w(k) can be estimated. The matrix A’ and B’ were obtained previously by 

ERA.   
 

2. OBJECTIVE 
 

The aim of this work is the study of the use of Next and ERA to identify triaxial forces applied to a turning 
magazine tool model. 
 
3. METHODOLOGY 
 

A turning magazine tool model was developed by finite elements showed in Fig. 1 (structural model) and 2 (mesh). 
 

  
 

Figure 1. Model volumes 
 

Figure 2. Model Elements 
 

To simulate the cutting excitation, three random forces were applied in node 4602 (Fig. 3), the supposed edge tool, 
at directions X, Y and Z. To simulate the dynamic behavior of the model was used a modal model of 10 degrees of 
freedom obtained by finite elements and Parseval’s theorem to get the time responses of the chosen nodes (see Fig. 3). 
The criterion used to choice the nodes was based on 10 modal shapes of the model. The damping factors for all modes 
were of 0.06 (6%) and the resultant natural frequencies were: 1814, 2045, 2745, 3309, 3605, 6141, 6774, 8712, 8974 
and 9567 Hz. 

    A sensibility analysis was carried out to determine which of the 12 nodes are more interesting to place the 
vibration sensors. The selection criterion was based on the results of better random force identification. So, the forces 
spectrum behavior were analyzed and compared. Due to the fact that each node have three displacement responses and 
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three velocities responses (directions X, Y and Z), using the three one displacement as reference, the tests were carried 
out with 6 sensors. 

The velocities and displacement responses were simulated with a sampling rate of 25000 Hz and total acquisition 
time of 20s. The correlation functions were estimated by fft (512 samples and Hanning window) which results in FRIs 
with dimension of 128×1. The resultant frequency resolution was df = 49 Hz. 
 

 

 

 

 
 

Figure 3. Finite Element Nodes position. 
 

According to Nunes (2006), the number of row blocks i of Hankel matrix is a variable previously defined to be 
higher enough, with li ≥ n, where n (2N) is the system order to be identified and l is the sensor number. When n is 
unknown at priori it is assumed that i = 2.nl. The number of columns is given by j = (npontos) - 2i + 1, where "npontos" 
is the length of the response vectors. 

Thus, as example, according to FRI shown in Fig. 4, it is possible to determine "npontos", rows (r) and columns of 
the Hankel(s) matrix. 

The “npontos” of 100 was chosen due to the fact that the IRF amplitudes vanish upper it (See Fig. 4). Consequently, 
for 6 responses, the calculated values to r and s are: 

 
r = 2*2*10/6 = 6.667 
s = 100 – (2*r) + 1 = 87.667 
 

In resume, were chosen r = 14 (multiple of 7) and s = 88. 
The premise used in this work is that experimental apparatus is constituted by two triaxial accelerometers. By 

integration 12 responses can be used (6 velocities and 6 displacements), which results in r=12 (multiple of 3) and s =94. 
As input, two harmonic signals of 60 Hz and 500 Hz and a random signal were used to simulate an usual rotative 

machine loads condition. The effect of extraneous noise was not modeled because vibration tests based in operational 



Proceedings of COBEM 2009 20th International Congress of Mechanical Engineering 
Copyright © 2009 by ABCM November 15-20, 2009, Gramado, RS, Brazil 

 

conditions, only structures responses are measured and the entry is assumed random and it’s not measured, therefore it’s 
impossible to distinguish the system entry of the noise terms. If the entry feature is a typical of a white noise, this can be 
modeled implicitly by the noise terms, resulting in a purely random system (Nunes, 2006). 
 

 
 

Figure 4. Impulse Response Function of response at Y on node 250. 
 

Established the meta-model through Next approach, the next step consist in estimate the input forces given the 
simulated responses. The frequency range is upper limited by the highest meta-model natural frequency.  According to 
Duarte (1994), accurate frequency response is obtained to excitation frequencies below than 0.5 times the higher natural 
frequency of the modal model. To make it, in this work the simulated responses was filtered using a sixth order type I 
Chebyshev (0.5 dB ripple) low pass filter. 
 
 4. RESULTS 

 

4.1. Sensibility Analysis. 
 

Of the sensibility analysis the nodes that presented goods results were: 250; 3684; and 4725. 
In Table 1 are shown the natural frequencies f, damping rates ζ, MAC values (Modal Amplitude Coherence) and 

MSV values (Modal Singular Value) estimated to sensors placed at node 250. 
Maximum degrees of freedom number must be three, to invert the matrix C 'and identify the excitation w of Eq. 1, 

due to a node has six responses. As the highest system natural frequency is 3573 Hz, the cut off frequency used to filter 
the output response is 1700 Hz. Thus, Fig. 5 shows the power spectrum of estimated forces at directions X, Y and Z, 
and the power spectrum of simulated force. All spectrums were calculated with 4096 samples, 50% of overlap and to 
esthetical effects are shown until 6000 Hz.  
 

Table 1. Estimated natural frequency f and damping rates ζ for the system in the node 250 
 

Estimated ζ 
(%) 

Estimated f  (Hz) Simulated ζ (%) Simulated f (Hz) MAC MSV 

6.4 2047 6.0 2045 0.99 37.2 
5.3 2765 6.0 2745 0.35 8.6 
8.5 3573 6.0 3605 0.94 4.3 

 
The choice of this node reside on similar shape between estimated and simulated forces power spectrums. The 

observed differences between magnitudes occur because the random excitation force is unknown at Next procedure. 
Therefore, the forces are often estimated with an unknown a priori calibration factor. The differences of 2 Hz, 20 Hz 
and 32 Hz between fitted frequencies and simulated natural frequencies are in accordance to frequency resolution of the 
analysis (± 49 Hz). Damping rates have differences of 0.4 %, 0.7 % e 2.5 %.  
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Figure 5. Power spectrum of estimated forces at directions X, Y and Z, and the power spectrum of simulated force for 
node 250. 

 
In Table 2 are shown the natural frequencies f, damping rates ζ, MAC values (Modal Amplitude Coherence) and 

MSV values (Modal Singular Value) estimated to sensors placed at node 3684. 
 

Table 2. Estimated natural frequency f and damping rates ζ for the system in the node 3684 
 

Estimated ζ (%) Estimated f  (Hz) Simulated ζ (%) Simulated f (Hz) MAC MSV 
6.3 2046 6.0 2045 0.98 35.3 
9.8 2746 6.0 2745 0.94 8.3 
6.5 3508 6.0 3605 0.75 6.4 

 
Power spectrum of estimated forces at directions X, Y and Z, and the power spectrum of simulated force are 

presented in Fig. 6. 
 
 

 
 

Figure 6. Power spectrum of estimated forces at directions X, Y and Z, and the power spectrum of simulated force for 
node 3684. 
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This node was also chosen because presents similar shape between estimated and simulated forces power spectrums. 
The differences of 1 Hz between fitted frequencies and simulated natural frequencies for the two first identified modes 
are in accordance to frequency resolution of the analysis. For estimated frequency of 3508 Hz the difference is about 97 
Hz. This variation didn’t affect the force estimation (see Fig. 6), mainly due to the fact of responses were filtered with a 
low pass cut frequency of 1700 Hz. 

In Table 3 are shown the natural frequencies f, damping rates ζ, MAC values (Modal Amplitude Coherence) and 
MSV values (Modal Singular Value) estimated to sensors placed at node 4725. The correspondent power spectrum of 
estimated forces at directions X, Y and Z, and the power spectrum of simulated force are presented in Fig. 7. 

 
Table 3. Estimated natural frequency f and damping rates ζ for the system in the node 4725 

 
Estimated ζ (%) Estimated f  (Hz) Simulated ζ (%) Simulated f (Hz) MAC MSV 

6.9 1811 6.0 1814 0.42 20.5 
6.3 2046 6.0 2045 0.72 23.2 
6.7 3543 6.0 3605 0.56 6.4 

 
In Tab.3, the differences between fitted and simulated damping rates are 0.9%, 0.7% e 0.3% for frequencies of 1811, 

2046 and 3543 Hz, respectively. For estimated frequency of 3543 Hz the frequency difference is higher than 49 Hz.  
 

 
 

Figure 7. Power spectrum of estimated forces at directions X, Y and Z, and the power spectrum of simulated force for 
node 4725. 

 
4.2. Two nodes combination. 
 

The combination that presents the best forces identification was node 3684 with node 4725, using the node 3684 as 
reference.  

In Table 4 are shown the natural frequencies f, damping rates ζ, MAC values (Modal Amplitude Coherence) and 
MSV values (Modal Singular Value) estimated to sensors placed at nodes 3684 and 4725. 
In Table 4 estimated damping rates for fitting model are close to 6% and the highest difference in relation to the 
simulated model values is 1.8%.  

Power spectrum of estimated forces at directions X, Y and Z, and the power spectrum of simulated force are 
presented in Fig. 8. One can observe in Fig. 8 that there is a good agreement between curves of the estimated and 
simulated power spectrums. 
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Table 4. Estimated natural frequency f and damping rates ζ for 3684 and 4725 nodes combination. 
 

Estimated ζ (%) Estimated f  (Hz) Simulated ζ (%) Simulated f (Hz) MAC MSV 
5.8 1819 6.0 1814 1.00 9.2 
6.1 2048 6.0 2045 1.00 28.8 
5.9 2764 6.0 2745 0.96 4.8 
5.7 3607 6.0 3605 0.83 5.4 
5.9 6141 6.0 6141 0.28 1.3 
7.2 8994 6.0 8974 0.87 0.4 

 
 

 
 

Figure 8. Power spectrum of estimated forces at directions X, Y and Z, and the power spectrum of simulated force for 
combination of 3684 and 4725 nodes. 

 
In Table 5 are shown the natural frequencies f, damping rates ζ, MAC values (Modal Amplitude Coherence) and 

MSV values (Modal Singular Value) estimated for force simulation at harmonic components and random noise 
presence. 
 
Table 5. Estimated natural frequency f and damping rates ζ for simulation of force in presence of harmonic components 
and random noise. 
 

Estimated ζ (%) Estimated f  (Hz) Simulated ζ (%) Simulated f (Hz) MAC MSV 
5.7 1819 6.0 1814 1.00 9.3 
6.1 2049 6.0 2045 1.00 29.0 
5.9 2761 6.0 2745 0.96 4.8 
5.7 3608 6.0 3605 0.83 5.4 
5.9 6122 6.0 6141 0.21 1.3 

16.0 8496 6.0 8974 0.79 0.3 
 
 

Power spectrum of estimated forces at directions X, and the power spectrum of simulated force in harmonic 
components and random noise presence are showed in Fig. 9.  

As one can observe in Tab. 5 and Fig. 9, in this application the Next was very robust in relation to harmonics and 
random noise added to input.       
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Figure 9. Power spectrum of estimated forces at directions X, and the power spectrum of simulated force in harmonic 
components and random noise presence. 

 
 
5. CONCLUSIONS 
 

The mainly conclusions of this work are: 
• Next was shown as a very robust tool to identification of excitation forces by vibration monitoring at the 

studied model. So an unexplored field of researches in indirect triaxial forces monitoring to be applied in 
cutting machines. 

• The developed methodology was show very insensitivity with relation to external randon and harmonics noise.  
• A sensibility analysis to verify the best sensor location is important for the success of the methodology.  
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